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Abstract—Hyperdimensional computing explores the emulation of cognition by computing with hypervectors as an alternative to computing with numbers. Hypervectors are high-dimensional, holographic, and (pseudo)random with i.i.d. components. These properties provide an opportunity for efficient computing. We focus on an application of hyperdimensional computing for text classification. Accordingly, we present an algorithm for classifying news articles from a stream of input letters. Using pentagrams of letters, the algorithm achieves a classification accuracy above 94% on eight news topics, surpassing other techniques reported in the literature, including Bayes, K-NN, and SVM. We demonstrate a software framework that enables efficient execution of such algorithms on contemporary hardware fabrics.

I. INTRODUCTION

Brain-inspired hyperdimensional computing [1], [2] depends on very high dimensionality, for instance 10,000 dimensions, and randomness. It represents things in hypervectors that are manipulated by operations that produce new hypervectors. Hypervectors are random and holographic, i.e., every piece of information contained in the vector is distributed equally over all the components of the vector. These properties allow hyperdimensional computing to achieve efficiencies that are out of reach of traditional von Neumann architecture at the expense of slight, or no functional performance degradation.

The algorithm that forms the basis of this work has been used for identifying the language of unknown sentences from 21 European languages [3]. Here we extend its use to classifying news articles from a stream of input letters. The text classification algorithm shares a common property with the language recognition algorithm: streaming input is represented by vectors of the same dimensionality. Based solely on pentagrams of letters, the algorithm exhibits a recognition accuracy above 94% for unknown news from eight categories.

II. HYPERDIMENSIONAL COMPUTING

Hyperdimensional computing represents information by projecting data onto vectors in a high-dimensional space. There exist a huge number of different, nearly orthogonal vectors in such a space. This lets us combine two hypervectors into a new hypervector using well-defined vectorspace operations, while keeping the information of the two with hybrids into a new hypervector using well-defined vectorspace operations. These properties provide an opportunity for efficient computing. We focus on an application of hyperdimensional computing for text classification. Accordingly, we present an algorithm for classifying news articles from a stream of input letters. Using pentagrams of letters, the algorithm achieves a classification accuracy above 94% on eight news topics, surpassing other techniques reported in the literature, including Bayes, K-NN, and SVM. We demonstrate a software framework that enables efficient execution of such algorithms on contemporary hardware fabrics.

A. Text Classification Algorithm

Our algorithm uses a similar procedure for recognizing a text’s language by generating and comparing the hypervectors. The algorithm has two main functions: encoding and similarity search. The encoding function summarizes the letter sequences of the input text by summing all pentagram hypervectors into a single hypervector. During the training phase, such a hypervector is generated from a known topic sample, and is referred to as topic hypervector. During the testing phase, such a hypervector is generated in a similar vein from an unknown topic sample, and is referred to as query hypervector. Then, the query hypervector is passed to the similarity search function for concurrent comparison with a set of pre-stored topic hypervectors of known topic samples. Finally, the search function returns the topic that its hypervector has the closest match, measured as the cosine angle, with the query hypervector.

We used Reuters newswire dataset with eight classes of topics. It has 5.5K documents for training and 2.2K documents for testing. The algorithm shows an accuracy of 93% using pentagrams when we consider “all terms” in the input text, hence there is no need for pre-processing. This accuracy is measured as the microaveraging that gives equal weight to each per-document classification decision, rather than per-class. The classification accuracy is further increased to 94% by using light-weight pre-processing that removes the frequent “stop” words and words with less than 3 letters.
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