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a b s t r a c t

In this paper we propose two dynamic voltage scaling (DVS) policies for a GALS NoC, which is designed based

on fully asynchronous switch architectures. The first one is a history-based DVS policy, which exploits the link

utilization and adjusts the voltages of different parts of the router among a few voltage levels. The second one

is a FIFO-adaptive DVS, which uses two FIFO threshold levels for decision making. It judiciously adjusts supply

voltage of each switch among only three voltage levels. The introduced architecture is simulated in 90 nm

CMOS technology with accurate Spice simulations. Experimental results show that the FIFO-adaptive DVS not

only lowers the implementation cost, but also in a 86 % saturated network achieves 36 % energy-delay

product (ED) saving compared to the DVS policy based on link utilization.

& 2011 Elsevier Ltd. All rights reserved.
1. Introduction

Technology scaling and the increasing device integration levels
make power dissipation and on-chip communication as two
major factors in the high-performance multiprocessor systems-
on-chip (SoC). On-chip communication is becoming increasingly
important when SoCs grow in complexity and size [1]. Further-
more, power dissipation has emerged as the main design
constraint in todays complex SoCs, limiting performance, battery
life, and reliability. Networks-on-chip (NoCs) [2] constitute a
new design paradigm for scalable, high-throughput on-chip
communication in SoCs with billions of transistors, and offer a
perfect platform for power management. SPIN, a micro-network,
attempts to solve the bandwidth bottleneck in SoCs interconnect-
ing a large number of IP cores via NoCs, [3,4]. A large number of
researches on the synchronous NoC architectures have been
performed such as AETHEREAL [5], XPIPES [6], and NOSTRUM [7].

Dynamic voltage and frequency scaling (DVFS) techniques, one
of the most successful run-time techniques for improving power
efficiency, are widely used for optimizing power in synchronous
domains [8–10]. Most of these dynamic and static power saving
techniques are related to scaling the voltage supply level, which
affects power consumption quadratically.

The dynamic power can be efficiently controlled by clock
gating at both register transfer (RT) and architecture levels. On
the other hand, the asynchronous logic scheme offers both RTL
and architectural clock gating inherently without the need of any
ll rights reserved.
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extra software [11]. Asynchronous circuits automatically switch
to standby state when they are inactive, and have shown their
interesting dynamic power savings, due to their unclocked nature
[12]. As an alternative solution for NoC design, the MANGO
clockless NoC [13] is one of the first asynchronous NoCs. Asyn-
chronous scalable packet-switching integrated network (ASPIN)
[14] is another asynchronous micro-network, which is the asyn-
chronous implementation of (scalable distributed packet-switch-
ing integrated network (DSPIN)[15]. These two implementations
are systematically compared in [16] and the results show that
ASPIN implementation surpasses DSPIN by having 2.5 times
smaller average packet latency. The other proposed asynchronous
NoCs are QoS [17] and ANOC [18].

Globally asynchronous locally synchronous (GALS) [19] para-
digm merges the benefits of both synchronous and asynchronous
designs; it is being widely investigated as a viable alternative to
purely synchronous designs [20,21]. Better power efficiency is
achieved in the GALS system, as it offers a natural way to operate
each domain at different frequencies and voltages, which facilitates
the application of DVFS independently to different parts of circuit
[22,23]. To enable GALS systems with multiple clock domains,
including DVFS scaling per each synchronous module, the network
should be implemented as an asynchronous circuit [24,25].

The rest of the paper is organized as follows. In Section 2 the
most relevant recent researches are reviewed. In Section 3 the
traffic model is described for a network containing a homoge-
neous 5�5 set of clusters. The history-based DVS policy based on
link utilization is described in Section 4. In Section 5 A FIFO-
adaptive DVS policy is presented in detail, including exploration
of the threshold levels of FIFO, the three recommended voltage
levels, its comparison with link-utilization-based DVS, and also its
scalability. Finally, Section 6 concludes the paper.
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2. Related work

Beigné et al. [26] propose a dynamic voltage and frequency
scaling policy for IP units integrated within a GALS NoC, but their
policy is applied only for all IPs within an SoC and ignores
significant effects of the power dissipation of links and switches.
Shang et al. [27] use a history-based dynamic voltage scaling policy
for synchronous links, where the frequency and voltage of the links
are dynamically adjusted to minimize power consumption. This
work targets only the dynamic power optimization of the synchro-
nous interconnection networks, which realizes 4.6 times power
savings on average at the expense of 15.2 % increase in the average
latency. Lee and Bagherzadeh [28] present a variable frequency link
for a power-aware synchronous interconnection network, and
apply a dynamic frequency scaling (DFS) policy that adjusts link
frequency based on link utilization parameter.

Although recent researches introduce designs of fast on-chip
regulators suitable for DVS techniques that permit perform voltage
changes in nanoseconds [29,30], they do not fit the needs of current
and future NoCs due to their energy inefficiency, costs overhead,
and noises [31]. On the other hand, using discrete DVS techniques
with a few number of voltage levels is promising [32]. For instance,
a 167-processor computational platform supports DVFS using dual
global external supply voltages [33]. Processors change their supply
voltage by connecting their local power grid to one of the global
supply voltages, which provides a simple and efficient approach
with a switching delay of only a few clock cycles. Moreover a
VDD-hopping technique is proposed in [31], which uses local
dynamic voltage scaling (LDVS) and efficiently hops between Vlow

and Vhigh for a GALS system. Furthermore, a dual power supply
network in 0.18 mm technology has been proposed for Alpha 21264
processor in [34]. Their experiments show that the dual power
supply network structure can switch between Vhigh¼1.8 Vand
Vlow¼1.2 V in 12 ns with 66 nJ energy dissipation during ramping.

In our previous work [35] the energy/throughput trade-off was
analyzed on a GALS NoC which is based on a fully asynchronous
NoC, ASPIN [14], using sync-to-async and async-to-sync inter-
faces [36] to connect synchronous IP cores to the asynchronous
network. Our experimental results show that although DFS
techniques can improve power consumption in synchronous
circuits, interval scaling and consequently throughput scaling in
not recommended for energy saving in the fully asynchronous
NoCs and the best energy-delay product (ED) [37] saving is
achieved in high throughput regions. On the other hand a DVS
technique is able to save energy up to 40% at the expense of 13%
throughput degradation, while a throughput scaling technique
achieves only 0.6% energy saving for the same amount of
throughput degradation. Thereby, these results as the first study
in this region limit the range of throughput scaling and also limit
voltage scaling between 1.0 and 0.75 V as the optimum ranges for
a DVS scheme.

In this paper we propose two dynamic voltage scaling policies
for GALS NoC architecture based on the previous optimum voltage
scaling ranges. First, based on the link utilization parameter [28],
a history-based [27] DVS policy is presented, which uses A few
number of voltage levels. Second the FIFO-adaptive DVS policy is
presented ,which uses only three voltage levels and achieves
considerable amount of energy saving at the expense of negligible
throughput degradation.
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Fig. 1. Packet latency versus different loads of the network at 1.0 V.
3. Traffic model

An important problem in DVS algorithms is how to predict
upcoming workload with reasonable accuracy. An automatic traffic
phase detection has been integrated in a DSPIN [15] prototyping
environment, which is able to precisely emulate the behavior of the
processors [38]. An interesting analogy to characterize the macro-
scopic behavior of NoCs has been proposed in [39], which predicts
that the buffer occupancy follows a power law distribution: each
NoC buffer and NoC packet injection rate are characterized by
particular energy level and the temperature of a thermodynamic
physical system, respectively. Moreover, a statistical physics
inspired framework that can capture fractality and non-stationarity
has been proposed in [40] to overcome the limitation of queuing
theory and Markov chain approaches. Bogdan et al. in [41] propose
a new statistical physics-inspired model for non-stationary analysis
of NoC traffic. They provide evidence that the NoC traffic needs to
be characterized using a multifractal approach.

To evaluate the GALS NoC performance, power, and saturation
thresholds—the most important parameters [14]—we have
focused on a network containing a homogeneous 5�5 set of
clusters. Details of the asynchronous routers and GALS NoC
architectures are provided in [35]. Synchronous IP cores trans-
mit/receive data to/from the asynchronous router through
sync-to-async/async-to-sync interfaces. The IPs that are con-
nected to the local input port are used for generating traffic. Each
IP consists of two parts, traffic generator (TG) and network
analyzer (NA). The TG is connected to router’s local input port
and is used to model the uniform type of traffic [42], and inject
packets to the network. Each TG generates a uniform traffic by
producing 50 packets, each of them consisting of 8 Flits, in
intervals relevant to the desired network load. To prevent TGs
from sending the traffic out at the same time and to distribute
over time, each TG starts its task after a random value of the
interval. The simulation runs for different network loads from
40 GFlits s for each router up to the point the network saturates.
The NA is connected to router’s local output ports, consumes the
generated traffic, and checks the delivery of packets. If too many
IPs are generating traffic simultaneously, the network would be
saturated. The saturation occurs when the traffic generated by
each IP reaches a saturation threshold—that is, when the average
packet latency rises exponentially to an infinite value. To account
for network contention and to get a meaningful latency measure-
ment, we have time-stamped the packets and posted them in FIFO
buffers located in each TG.

We have measured the average packet latency as the time
between the departure time in the source node and the arrival
time in the destination node. The curve in Fig. 1 depicts average
packet latencies, at voltage 1.0 V, versus the generated traffic by an
IP. The network saturates for loads higher than 176 GFlits/s. In other
words, if the IP flit injection rate exceeds this rate the flits will not
be delivered. Similarly, at 0.75 V, the network saturates in loads
higher than 144 GFlits/s. According to our results, in 1.0 V, the
network is 100% saturated when the injection rate reaches
176 GFlits/s. Consequently the injection rates of 144, 152, and
160 GFlits/s saturate 82%, 86%, and 90% of the network, respectively,
and are used for our simulation results.
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4. DVS based on link utilization parameter

The NoC switch and its corresponding 32-bit links are modeled
in gate-level using VERILOG hardware description language. Funda-
mental asynchronous components such as C-gate, latch, AND, OR,
NOT, MUTEX, etc. are simulated with a 90 nm Spice model using
Spice simulations. To evaluate the energy dissipation, latency, and
throughput of the network, physical parameters such as average
power and propagation delay of gates are extracted from the Spice
simulation results and back annotated to the gate-level HDL
modules. Spice simulations are performed in a wide range of voltage
values and energy dissipation and latency are measured at different
operating voltages by gate-level simulation.

The power/energy saving and latency degradation for different
voltage values are analyzed in [35]. The results indicate that when
the voltage is scaled from 1.0 to 0.75 V, energy savings are higher
than latency degradations; therefore, we introduce this region as
the low energy region. In other words, for voltages below 0.75 V,
little energy saving is gained versus large latency degradation.

4.1. Link utilization indicator

As results of the research in [35] show, the DVS algorithm can
dynamically scale the operating voltage of the asynchronous
switch (between 0.75 and 1.0 V) and improve the energy saving
with negligible performance degradation. The DVS algorithms
need to predict upcoming workload with reasonable accuracy.
This requires knowing how many packets will traverse a link at
any given time. To estimate the upcoming workload we use link
utilization, which is an indicator of traffic through a link in each
unit time. Lower link utilization indicates more idle states in a
link caused by light workloads in the incoming port. Conversely,
higher link utilization implies that higher voltages are required to
pass the incoming flits to the destination port.

The link utilization that is proposed in [28] is measured by
sampling a link at a given time during a pre-defined period (T).
The direct link utilization is defined as.

UðTÞ ¼
XT

t ¼ 0

uðtÞ ð1Þ

uðtÞ ¼
1 if there is link flit in ½t�1,t�

0 else

�

The direct estimator, u(t), only indicates whether a link is
occupied or not. It does not consider the number of flits traversing
through a link during the given time. To reduce the complexity
and hardware overhead of the link controller, direct link utiliza-
tion can be realized with a counter that counts the number of
input port requests during the pre-defined period (T). Therefore,
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Fig. 2. Effect of voltage scaling on changi
U(T) accumulates the total number of flits traversed via link over a
pre-defined period (T).

Network workload exhibits transient fluctuations and long-
term transitions. In order to filter out transient fluctuations from
link utilization and to predict future communication workload, a
distributed history-based DVS policy was proposed in [27].
History-based link estimator uses exponential weighted average
utilization to combine current U(T) and past C(n�1) link utiliza-
tion history for smoothing and predicting future link utilization
C(n) as follows:

CðnÞ ¼
weight� UðTÞþCðn�1Þ

weightþ1
ð2Þ

Weight is the contribution factor of the current link utilization
level to the history-based link estimator. The hardware overhead is
an important factor for the design of the estimator. Setting the
weight equal to 3 the history-based estimator is realized with an
adder and two shift registers, which reduces the additional hard-
ware overhead [43]. The history-based link estimator is implemen-
ted on the input ports of each asynchronous switch.

4.2. Proposed voltage scaling regions

The limitations in implementing on-chip inductors can reduce
the efficiency, accuracy, and the number of voltage levels generated
by regulators [32]. Therefore, the voltage scaling algorithms must
be efficient, even in the presence of a few voltage levels. The
proposed techniques in the literature need many fine-grained
voltage levels to produce energy-efficient results and their quality
degrades significantly as the number of levels decreases [32]; on
the other hand the additional gain of using an infinite number of
voltage level is low [44]. We have presented a DVS algorithm based
on link utilization parameter that is compatible with our asynchro-
nous NoC and scales the operating voltage among a few voltage
levels using the history-based link estimator. The system has
multiple voltage levels represented by Vi. The link controller selects
the operating voltage among supported voltages using the link
utilization level. Since the link utilization (C(n)) is used for DVS
decisions, the effect of different voltage levels on C(n) for different
loads has been shown in Fig. 2. As shown, we can divide the voltage
range to regions in which the variations of the voltage does not
highly affect the C(n) values. We select the border voltages of the
adjacent regions as the recommended voltage levels. Based on this
observation, our links support four different voltages level: 0.75,
0.8, 0.9, and 1.0 V.

The technique presented in [27] uses a single threshold value for
a two-level voltage level in its synchronous NoC. On the other hand,
we have observed that in our asynchronous NoC, using two single
threshold values is not sufficient to track U(T). In the two-level
voltage level scheme, when the voltage reaches a low value, our
d (v)

shold2 Threshold3

GFlits/S) Ψ(160 GFlits/s)

ng C(n) for the three traffic models.
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Fig. 3. Normalized U(T), C(n), and the voltage trace.
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asynchronous elements become slower and chances to increase
C(n) above the threshold value diminish. Therefore, multiple
threshold values including at least three levels are required for an
asynchronous NoC. Pre-defined multiple threshold values should be
set according to each voltage level. Based on the observed regions in
the link utilization, we propose four voltage levels. Finally the
problem of power minimization in our DVS algorithm is to select a
proper voltage value among different voltage levels for minimizing
power consumption, while satisfying timing constraints.

4.3. Proposed DVS policy based on link utilization

Considering the link utilization of each input port, our DVS
algorithm dynamically adapts voltages of different parts of the
router to achieve power and energy savings with minimal impact
on performance. Since the output ports must be fast enough to
send out the receiving flits from input ports, all output ports of
each switch have the same voltage level, which is equal to the
value of maximum voltage among all input ports of the switch.
The proposed DVS based on link utilization is described according
to the following algorithm:

forðeach 50nsÞbegin

forðiAfNorth, South, West, East, IPgÞ begin

ifðCiðnÞoThreshold1Þ

Vi¼ 0:75

else if ðCiðnÞ4 ¼ Threshold1 & CiðnÞoThreshold2Þ

Vi¼ 0:8

else if ðCiðnÞ4 ¼ Threshold2 & CiðnÞoThreshold3Þ

Vi¼ 0:9

else if ðCiðnÞ4 ¼ Threshold3Þ

Vi¼ 1

end

Vout ¼MAXðVNorth, VSouth, VWest, VEast, VIPÞ

end

Based on the levels of C(n), a proper voltage level is selected
for each input port over each control period (T). The control
period should be greater than the average packet latency of the
network, because the DVS algorithm should observe at least one
packet transmission to be able to select a fair VDD and prevent
oscillations of VDD. On the other hand, very large control period
slows down the workload tracking ability. As shown in Fig. 1 the
average packet latency is 63 ns for a 22% saturated network
(40 GFlits/s) at voltage 1.0 V, so by taking into account the voltage
scaling, 50 ns can be a suitable control period for observing at
least one packet transmission even for light workloads. This
control period also provides enough time for changing the voltage
of regulator [29,30] or hop between voltage levels [34].
Fig. 3 shows that the link utilization tracks well actual work-
load and therefore history-based DVS successfully adjusts link’s
voltage to track actual link utilization over time. The workload of
network has been changed randomly in order to see the ability of
DVS tracking: normalized U(T), C(n), and VDD values of the north
input port of the (3,3)th switch, in the middle of network, when
the control period is 50 ns, are shown in Fig. 3. Link utilization
estimator predicts future workload based on the history of
workloads and the DVS policy dynamically adjusts voltage of
the input and output ports according to the link utilization level.
For instance, under a heavy traffic load, link utilization level as
well as latency increases and applying DVS, the link controller
increases operating voltage from Vi to Vj for reducing latency at
the expense of more power consumption. When link utilization
level goes low because of the reduced workload, link controller
decreases voltage level and hence reduces power consumption.
Fig. 3 shows that history-based DVS successfully adjusts voltage
to track actual link utilization over time.
5. FIFO-adaptive DVS

In our second DVS policy the FIFO level is used to predict the
upcoming workload instead of history-based and link utilization
parameter. FIFO level is a good metric for knowing how many
packets will traverse a switch and consequently set the voltage to
the optimum value. To estimate the upcoming workload, we use a
level of north, south, east, west, and local FIFOs, which is an
indicator of traffic through a switch. Low FIFO occupancy level
indicates low traffic intensity in a switch caused by light work-
loads in the incoming ports. Conversely, high FIFO occupancy
level implies that higher voltages are required to pass the
incoming flits to the destination ports.

To predict upcoming workloads in the previous DVS policy the
link utilization is used, which is measured by sampling a link at a
given time during a pre-defined period (T). Since this metric is
evaluated based on fixed interval periods (50 ns) it requires a
clock for synchronization, which is not perfectly matched with
our fully asynchronous NoC. Furthermore, the link utilization
requires a counter and other logics to count the number of input
port requests. In addition to the link utilization component, the
history-based method needs additional hardware to compute
C(n). Therefore, in FIFO-adaptive DVS, the traffic intensity has
been monitored by FIFO occupancy level to omit costs of hard-
ware overhead and the clock signal distribution from our asyn-
chronous circuits.

The FIFO occupancy level of each port is an indicator of the traffic
on that port— the FIFO depth is 8. Therefore, to filter out transient
fluctuations from the input ports, we use the sum of FIFO occupancy
levels of all input ports as the traffic indicator of each switch.
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To reduce the overhead of DC–DC convertors and on-chip inductors
the FIFO-adaptive DVS policy scales the operating voltage among the
recommended voltage levels for all parts of the switch, including five
input ports and five output ports. This leads to better decisions and
also reduces the DC–DC convertors and other hardware components
overhead, and hence facilitates its implementation.

5.1. Recommended threshold levels of the FIFO

The level of the proposed FIFO is monitored during a simula-
tion with the load of 152 GFlits/s (i.e network saturated at 86%)
versus different operating voltages and the results are summar-
ized in Fig. 4. As the results show, lower operating voltages lead to
higher FIFO levels and hence increase the probability of the
network saturation. For example when VDD is equal to 0.75 V
during 30% of the simulation time the FIFO contains 10 Flits, while
during 8% of the simulation time it contains the same number of
Flits at VDD¼1.0 V. This figure also shows an upper bound for the
threshold levels of the FIFO, because there is a very low prob-
ability that the number of Flits in the FIFO exceeds 24. So this
range can be used for selecting appropriate voltage by the DVS
policy.

To have optimum energy dissipation the FIFO-adaptive DVS
algorithm should dynamically scale the operating voltage of the
asynchronous switch between 0.75 and 1.0 V [35], and improve the
energy saving with negligible performance degradation. To reduce
the number of voltage levels generated by regulators, the switch
operating voltage must be selected among the three recommended
voltage levels called high voltage (Vh), medium voltage (Vm), and low
voltage (Vl); due to the needs of asynchronous circuits described in
Section 4.2. Since we have proposed the FIFO occupancy level as the
traffic intensity indicator, we need two FIFO levels called low
threshold (Thl) and high threshold (Thh) to decide when to switch
between the voltage levels. The decision of the FIFO-adaptive DVS is
based on three simple assumptions:
If (FIFO_leveloThl) set Vswitch to Vl

If (ThlrFIFO_leveloThh) set Vswitch to Vm

If (ThhrFIFO_level) set Vswitch to Vh
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We have to find two suitable threshold levels for FIFO among the
available range to have the best energy saving with the least
performance degradation. In [35] we have shown that throughput
degradation does not improve the energy saving in asynchronous
circuits. Therefore, we try to achieve the highest throughput with
the least required voltage. Higher throughput equals lower flit
latency in each switch or in other words, low FIFO occupancy
level. Therefore, we improve the throughput by minimizing the
FIFO occupancy level and expect to have the best energy saving.
The results will validate our assumption.

We have equaled Vh by the highest supported voltage (i.e
1.0 V), and Vl by the lowest supported voltage (i.e 0.75 V). For the
sake of finding the threshold values, 0.85 V is selected for Vm.
Fig. 6 shows the FIFO occupancy level during simulation for
different sets of threshold values.

These sets of threshold values are selected among the suitable
range in Fig. 4. As results show, when (Thl, Thh) is equal to (14, 18)
we have the lowest FIFO occupancy level and hence the highest
throughput. Therefore, we propose 14 and 18 as the optimum
values for Thl and Thh, respectively. Fig. 5 also shows the thresh-
old values (14, 18) are highly effective in minimizing the FIFO
occupancy level compared to (14, 24) and (10, 18).

To validate the claim that higher throughput yields lower
energy we have calculated dynamic and total energy, and ED
values versus different values for Thl, and Thh in Fig. 7 (a) and (b),
respectively. As shown in the figures, (14, 18) leads to the best
results for all of these parameters.

5.2. Three recommended voltage levels

We have used (14, 18) as the optimum FIFO threshold levels in
the rest of the paper. These threshold values are used to set the
operating voltage to the three recommended values (i.e Vh, Vm,
Vl). Vh and Vl are set to 1.0 and 0.75 V respectively, based on our
observations in [35]. With 0.75 V the ED is minimized as much as
possible and 1.0 v leads to the lowest packet latency, and hence
the highest throughput when required. The next step is to find the
ch request of local port

cupancy FIFO relative to the threshold values.

Pe
rc

en
ta

ge
 o

f s
im

ul
at

io
n

tim
e 

(%
)

Occupancy levels in FIFO (flits)

Fig. 6. FIFO occupancy level during simulation versus different values for

(Thl,Thh).



E
ne

rg
y 

(n
J)

Threshold levels of FIFO

E
.D

. (
uJ

.u
s)

Threshold levels of FIFO

Fig. 7. (a) Dynamic and total energy and (b) ED values versus different configurations of (Thl, Thh).

T
ot

al
 E

ne
rg

y 
(u

J)

voltage level (v)

A
ve

ra
ge

 L
at

en
cy

 (
ns

)

voltage level (v)

Fig. 8. Effects of voltage levels on (a) Total energyand (b) average packet latency.

N
or

m
al

iz
ed

 v
al

ue
s

Fig. 9. Effects of different Vm on energy and power.

A. Rahimi et al. / Microelectronics Journal 42 (2011) 889–896894
suitable voltage value for Vm. The optimum Vm would be the value
that leads to the lowest energy dissipation with the least
throughput degradation. To find the optimum value for Vm, we
have observed the effects of different voltage values for this
parameter on total energy and average packet latency.

As shown the minimum total energy dissipation and max-
imum packet latency are obtained with Vl, and the maximum
total energy dissipation and minimum packet latency are pro-
vided with Vh. Thereby, we have tried to find a suitable Vm

somewhere between these two extremes, where energy delay
product can be optimum, and therefore the middle of the curves
should be a convergence point. As shown in Fig. 8(a), this point
turns out to be around 0.86 V in favor of total energy dissipation
curve while the average latency curve in Fig. 8(b) proposes 0.81 V
for Vm. Therefore, we select different Vm in this range and observe
their effect in energy dissipation and packet latency.

Fig. 9 shows the effects of different Vm values on dynamic/
leakage/total energy, ED, and power consumption of the NoC.
As shown, Vm¼0.82 V leads to the lowest dynamic energy,
leakage energy, total energy, power, and ED (normalized values).
Thus, we have selected voltage levels Vl¼0.75 V, Vm¼0.82 V and
Vh¼1.0 V.

5.3. Comparison of FIFO-adaptive and link-utilization-based DVS

So far we have specified two DVS algorithms: the history-
based DVS policy, which uses the link utilization as the traffic
intensity indicator, and the FIFO-adaptive DVS algorithm. To see
the effectiveness of the proposed algorithms, we take into account
the energy overhead of these techniques, which is less than 10% of
total energy of a switch in FIFO-adaptive DVS algorithm. Fig. 10
shows the ED results of the proposed algorithms and a system
without any DVS (voltage is fixed at 1.0 V) for different work-
loads. According to this figure the FIFO-adaptive DVS not only
lowers implementation cost by removing the clock for synchro-
nization of the fixed interval periods and utilizing the available
one-hot address coding in FIFO [45] instead of using extra
centers and hardware, but also surpasses the DVS based on link
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utilization in ED saving for different loads. It achieves more than
36% and 43% ED savings compared to the DVS based on link
utilization and non-DVS techniques in a 86% saturated networks,
respectively.

We also examine oracle-driven voltage scaling to understand
the limits of our FIFO-adaptive DVS. The oracle voltage is the best
voltage, that an ideal DVS algorithm can predict; in other words, it
is the minimum voltage that is required to pass U(T) flits in each
control period. Energy dissipation has a direct relationship to V2

DD

and therefore we can evaluate the effectiveness of the FIFO-
adaptive DVS policy by calculating the quadratic ratio of the
predicted voltage to the ideal voltage proposed by oracle. In the
worse case situation, the FIFO-adaptive DVS dissipates 1.4 times
more energy than the ideal oracle.
5.4. Scalability of FIFO-adaptive DVS

Thanks to one-hot address coding, which has been implemen-
ted in low-power FIFO GALS [45], it is easy to find out the portion
of the FIFO that is occupied, and thus the FIFO-adaptive DVS can
decide the suitable voltage based on threshold levels using simple
adders and comparators. This implementation not only lowers
area overhead but also does not affect the critical path. To observe
the scalability of FIFO-adaptive DVS, we have applied it to
different mesh sizes ranging from 4�4 up to 8�8. Fig. 11 shows
the ED and leakage power results normalized to a non-DVS
system at VDD¼1.0 V in a 86% saturated networks. Starting from
4�4 configuration the normalized ED is 0.56, and when the
number of IPs is increased by a factor of 4 the normalized ED
value increases less than 10% mainly because of leakage
power issue, confirming scalability across a significant range of
configurations.
6. Conclusion

In this paper we have exploited a fully asynchronous NoC
architecture for GALS-based MPSoC architectures and proposed
two DVS schemes for low-power and low-energy applications. To
evaluate energy, power, and performance of the GALS NoC, we have
introduced a traffic model and found the related saturation thresh-
olds for different voltage levels. The link utilization indicator and the
recommended voltage scaling regions have been then introduced
and a history-based DVS algorithm based on link utilization has
been proposed accordingly. We have also augmented the DVS
algorithm with FIFO and explored the effective threshold levels for
FIFO. Then a FIFO-adaptive DVS algorithm is proposed, which uses
the FIFO level as the traffic intensity indicator and scales the
operating voltage to three recommended optimum voltage levels.
The FIFO-adaptive DVS not only has lower cost of implementation
but also achieves better ED saving compared to the link-utilization-
based DVS in saturated networks.
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