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Abstract—The sub-band formation in the triangular-like potential well in the channel of a tunnel field effect transistor (TFET) results in a delayed onset of vertical band-to-band tunneling (BTBT) and in a reduction of the on-current. Furthermore, the roughness of the oxide-semiconductor interface causes density-of-states (DOS) tails, i.e. a smoothing of the otherwise staircase-shaped 2D DOS in the TFET channel. The impact of interface roughness is modeled semi-classically using Ind's perturbation approach. The developed model for the combined effect of channel quantization and interface roughness on TFET performance has been implemented in a commercial device simulator. Simulations of a TFET with predominantly vertical BTBT show that the sharp onset of tunneling, which ideally originates from the 2D-3D DOS matching, is smoothed by the interface roughness. This leads to a degradation of the sub-threshold swing of the transistor with increasing amplitude and decreasing auto-correlation length of the roughness.

Index Terms—Tunnel transistors, Interface roughness, Field induced quantum confinement

The tunnel field effect transistor (TFET) is considered as a potential alternative to the metal oxide semiconductor field effect transistor (MOSFET) in the quest to build low-power logic devices [1]. Various TFET geometries such as bulk, double-gate, and gate-all-around nanowire TFETs have been studied as possible device options. Depending on geometry, doping, and bias voltages, the tunneling paths of band-to-band tunneling (BTBT) are either predominantly lateral or vertical, respectively, with respect to the gate oxide interface, or both directions occur concurrently. TFETs with predominantly vertical tunneling paths, due to special geometry, open the possibility of BTBT between the 2D states in the inversion layer and the 3D states in the "bulk". This mechanism results in steeper onset characteristics compared to the 3D-3D case. Furthermore, the on-current can be simply scaled up by increasing the gate area. However, vertical tunneling is strongly affected by both the quantization of states in the channel [3], [4] and the rough oxide/semiconductor interface which gives rise to density-of-states (DOS) tails in the inversion layer [2]. In this paper, we present a semi-classical model of the combined effect of channel quantization and oxide/semiconductor interface roughness on vertical tunneling.

A vertical ("line-tunneling") TFET was simulated to study the impact of channel quantization and interface roughness. The device consists of p+-doped In_{0.53}Ga_{0.47}As bulk with a doping concentration of 1 \times 10^{19} \text{ cm}^{-3}. A counterdoped layer with n+-doping of 4 \times 10^{18} \text{ cm}^{-3} was introduced in the channel to assist channel formation. The chosen geometry

![Fig. 1. (a) InGaAs vertical TFET with counter-doped pocket. The special geometry favors vertical ("line") tunneling and is used to analyze the impact of channel quantization and surface roughness. (b) Simulated transfer characteristics of the above-described TFET including and excluding channel quantization is shown in Fig. 1(b). The inclusion of channel quantization delays the onset of line tunneling and reduces its strength in the ON-state. The delay in the onset is due to the effective increase of the tunnel gap in the channel region caused by the sub-band formation. In the ON-state, only tunnel paths above the sub-band energy level carry the tunnel current while paths below don’t find an empty final state. The tunneling electrons are shielded from the gate field by the inversion layer present between the tunnel paths and the gate oxide which weakens the gate coupling. Also, the sharpness of the band bending reduces as one moves away from the oxide. Therefore, the active tunnel paths are longer than the forbidden ones which further reduces the strength of the tunnel current.](image-url)
Fig. 2. Interface roughness results in a random shift of the sub-band level which on integration gives rise to DOS tails. A semi-classical model of roughness-induced DOS tails on tunneling is schematically shown. All the tunnel paths are accepted and the BTBT rate along each path is multiplied with the DOS factor.

Fig. 3. Normalized DOS in the channel of the device in Fig. 1 calculated by Eq. (1) at different gate bias values. The energies of first subband were set to 0 eV in each calculation. The DOS tails are bias-dependent as a result of the bias dependence of $\eta$ and $F$ defined in Eqs. (8a) and (8b).

The oxide interface particularly in III-V-based TFETs is not perfectly smooth, and the roughness is one of the reasons for the broadening of the otherwise discrete sub-band energies. We modeled the effect of interface roughness semi-classically by a spatial variation in the z-position of the infinitely high random potential $\varrho(z) = \langle \rho \rangle_{r}$.

Modeling the DOS in the channel region is necessary to assess the impact of interface roughness on the performance of a TFET. An expression for the DOS of a 2D quantum-mechanical system in the presence of an arbitrary random field with Gaussian correlation was derived by Quang and Tung [7]. According to Ref. [7], the DOS of a 2D system in the presence of a random potential $U(r)$ is given by

$$W(r - r') = \langle U(r') \cdot U(r') \rangle$$

$$\eta^2 = \langle (U(r))^2 \rangle = W(r - r')|_{r = r'}$$

$$F^2 = \langle (\nabla U(r))^2 \rangle = F_{\text{r}} \cdot F_{\text{r}} W(r - r')|_{r = r'}$$

In Eqs. (2a), (2b), $r$ and $r'$ are vectors in the $xy$-plane. To adapt the expression in Eq. (1) for modeling the DOS tails arising from interface roughness, we need to determine the random potential associated with the roughness. It is obtained from Ando’s formalism [8] and is given by

$$U(r) := \nu_{\text{SR}}(r) = \int dz \varrho(z) V_{\text{SR}}(z, r) \varrho(z) .$$

Here, $\varrho(z)$ is the wave function of the ground state in the triangular well and $V_{\text{SR}}(z, r)$ is the perturbation operator associated with interface roughness as defined in Ref. [8]. If the interface roughness is assumed to have Gaussian correlation, then

$$\langle \Delta(r) \cdot \Delta(r') \rangle = \Delta^2 \exp \left[ -\frac{(r - r')^2}{L^2} \right]$$

where $\Delta(r)$ is defined as a random shift in $z$-position of the potential wall at a location $r$ in the $xy$-plane. An expression for the roughness potential ($\nu_{\text{SR}}(r)$) was derived in Ref. [8]:

$$\nu_{\text{SR}}(r) = \int dk \Delta(k) \Gamma(k) \exp(ik \cdot r) .$$

$\Delta(k)$ is the Fourier transform of the roughness function $\Delta(r)$. The factor $\Gamma(k)$ carries the dimension of an electric field and has the meaning of the Fourier transform of the normal field averaged over $z$. Note that the averaged normal electric field is $r$-dependent making $\Gamma(k)$ $k$-dependent. In the following analysis, $k$-dependent terms in $\Gamma(k)$ have been neglected. This implies the additional approximation that spatial variations in the average electric field due to interface roughness are negligible. As a consequence, the expression for $\Gamma(k)$ greatly simplifies:

$$\Gamma(k) = \frac{4\pi e^2}{\kappa_s} \left( N_{\text{depl}} + \frac{1}{2} N_{\text{inv}} \right) \approx F_{\text{eff}} .$$

Here, $\kappa_s$ is the dielectric constant of the semiconductor, $N_{\text{depl}}$ is the sheet density of the depletion layer charges, and $N_{\text{inv}}$ is the sheet density of the inversion layer charges. The above expression of $\Gamma(k)$ is equal to the "effective electric field" $F_{\text{eff}}$ often used in modeling the mobility in MOSFETs. Substituting Eq. (6) in Eq. (5) one obtains for the interface roughness random potential

$$\nu_{\text{SR}}(r) = F_{\text{eff}} \Delta(r) .$$

Inserting this into Eqs. (2a) and (2b) gives the following results for $\eta$ and $F$:

$$\eta = F_{\text{eff}} \Delta ,$$

$$F = F_{\text{eff}} \frac{\Delta}{L} .$$

Here, $\Delta$ is the amplitude and $L$ the auto-correlation length in the Gaussian correlation function describing interface roughness (Eq. (4)). By definition, the effective electric field $F_{\text{eff}}$ is

$$W(r - r') = \langle U(r') \cdot U(r') \rangle$$

$$\eta^2 = \langle (U(r))^2 \rangle = W(r - r')|_{r = r'}$$

$$F^2 = \langle (\nabla U(r))^2 \rangle = F_{\text{r}} \cdot F_{\text{r}} W(r - r')|_{r = r'}$$

In Eqs. (2a), (2b), $r$ and $r'$ are vectors in the $xy$-plane. To adapt the expression in Eq. (1) for modeling the DOS tails arising from interface roughness, we need to determine the random potential associated with the roughness. It is obtained from Ando’s formalism [8] and is given by

$$U(r) := \nu_{\text{SR}}(r) = \int dz \varrho(z) V_{\text{SR}}(z, r) \varrho(z) .$$

Here, $\varrho(z)$ is the wave function of the ground state in the triangular well and $V_{\text{SR}}(z, r)$ is the perturbation operator associated with interface roughness as defined in Ref. [8]. If the interface roughness is assumed to have Gaussian correlation, then

$$\langle \Delta(r) \cdot \Delta(r') \rangle = \Delta^2 \exp \left[ -\frac{(r - r')^2}{L^2} \right]$$

where $\Delta(r)$ is defined as a random shift in $z$-position of the potential wall at a location $r$ in the $xy$-plane. An expression for the roughness potential ($\nu_{\text{SR}}(r)$) was derived in Ref. [8]:

$$\nu_{\text{SR}}(r) = \int dk \Delta(k) \Gamma(k) \exp(ik \cdot r) .$$

$\Delta(k)$ is the Fourier transform of the roughness function $\Delta(r)$. The factor $\Gamma(k)$ carries the dimension of an electric field and has the meaning of the Fourier transform of the normal field averaged over $z$. Note that the averaged normal electric field is $r$-dependent making $\Gamma(k)$ $k$-dependent. In the following analysis, $k$-dependent terms in $\Gamma(k)$ have been neglected. This implies the additional approximation that spatial variations in the average electric field due to interface roughness are negligible. As a consequence, the expression for $\Gamma(k)$ greatly simplifies:

$$\Gamma(k) = \frac{4\pi e^2}{\kappa_s} \left( N_{\text{depl}} + \frac{1}{2} N_{\text{inv}} \right) \approx F_{\text{eff}} .$$

Here, $\kappa_s$ is the dielectric constant of the semiconductor, $N_{\text{depl}}$ is the sheet density of the depletion layer charges, and $N_{\text{inv}}$ is the sheet density of the inversion layer charges. The above expression of $\Gamma(k)$ is equal to the "effective electric field" $F_{\text{eff}}$ often used in modeling the mobility in MOSFETs. Substituting Eq. (6) in Eq. (5) one obtains for the interface roughness random potential

$$\nu_{\text{SR}}(r) = F_{\text{eff}} \Delta(r) .$$

Inserting this into Eqs. (2a) and (2b) gives the following results for $\eta$ and $F$:

$$\eta = F_{\text{eff}} \Delta ,$$

$$F = F_{\text{eff}} \frac{\Delta}{L} .$$

Here, $\Delta$ is the amplitude and $L$ the auto-correlation length in the Gaussian correlation function describing interface roughness (Eq. (4)). By definition, the effective electric field $F_{\text{eff}}$ is
calculated as
\[ F_{\text{eff}}(r) = \frac{\int_0^{z_{\text{max}}} dz \ n(r, z) F_r'(r, z)}{\int_0^{z_{\text{max}}} dz \ n(r, z)} , \] (9)
where \( n(r, z) \) is the electron density, \( z_{\text{max}} \) is the maximum spread of the inversion layer, and \( F_r'(r, z) \) is the electric field normal to the oxide/semiconductor interface. A similar expression can be used for the hole channel. The above definition of \( F_{\text{eff}}^{\text{h/b}} \) has been used in the numerical implementation of the model for DOS tails as described below. It has to be noted that \( F_{\text{eff}}^{\text{h/b}} \) is bias-dependent. Thus, \( \eta \) and \( F \) defined in Eqs. (8a) and (8b) are also bias-dependent. Their values must be updated at each bias point during the simulation. The normalized DOS factor \( \bar{\eta} = \frac{\pi h^2}{m^2} \eta \) calculated using Eq. (1) at different bias values applied to the TFET of Fig. 1 is shown in Fig 3.

The channel quantization model presented above can be extended to include the effect of interface roughness. Accepting a tunnel path with an energy above the lowest sub-band level and rejecting it otherwise is equivalent to multiplying the tunnel rate along each tunnel path by a step function. This step function is equal to the normalized 2D DOS around the lowest sub-band energy (compare Fig. 2). The effect of interface roughness can, therefore, be modeled as follows. Instead of rejecting tunnel paths below the lowest sub-band energy, all tunnel paths are now accepted. The algorithm proceeds in the same manner as the path-rejection algorithm. After calculating the energy \( E_0 \) (the bottom of the lowest sub-band) using the triangular well approximation, the effective electric field is computed for each tunnel path using Eq. (9) with the electron density (or the hole density in case of a p-channel TFET) and the electric field in tunnel direction at the discretization point along the tunnel path. This effective electric field is the input for the calculation of the parameters \( \eta, F \), and the normalized DOS factor \( \bar{\eta} = \frac{\pi h^2}{m^2} \eta \) for each tunnel path. The tunnel rate for a tunnel path with energy \( E \) based on the implemented Kane model in Ref. [5] is multiplied by this normalized DOS factor calculated at the same energy:
\[ G_{\text{vc}}(E, x = x_v) = \bar{\eta}(E - E_0)eF(x_v)\frac{\bar{\eta}}{\sqrt{2}h} \times \]
\[ 1 - \exp \left( \frac{-k_m^2}{x_v} \int_{x_v}^{x} \frac{dx}{\kappa} \right) \exp \left( -2 \int_{x_v}^{x} kd\kappa \right) (f_e - f_v) . \] (10)
Here, \( x \) is the position along the tunnel path, \( F \) is the electric field, \( x_v, x_e \) are, respectively, the start and end points of the tunnel path, \( \kappa \) denotes the imaginary \( E(k) \)-relation, \( f_e \) and \( f_v \) are, respectively, the quasi-Fermi distribution functions of electrons and holes. The modified BTBT rate is then incorporated in the self-consistent simulation as a generation rate of holes and electrons at the beginning and the end of the tunnel path, respectively. It has to be noted that the above semi-classical model is solely phenomenological as an energetic tunnel rate for bulk states is averaged by a 2D DOS.

In order to perform simulations of the vertical TFET in Fig. 1(a), the semi-classical model needs to be implemented in a 2D device simulator. The model was implemented in Sentaurus-Device [5] via the "Nonlocal Recombination Physical Model Interface". A roughness amplitude \( \Delta = 1.8 \) Å and a correlation length \( L = 1.9 \) nm had been experimentally extracted for a InAs/GaSb heterojunction by Feenstra et al. [9] using Transmission Electron Microscopy. Taking these numbers as a guideline, simulations were performed with \( \Delta = 1.8 \) Å, \( 3.6 \) Å and \( L = 1.9 \) nm. A comparison of the transfer characteristics for different parameter values is presented in Fig. 4. The DOS tails resulting from interface roughness smoothen the onset of line tunneling. An increasing roughness amplitude degrades the sub-threshold swing (SS). This is a consequence of the direct proportionality of \( \eta \) and \( F \) to the roughness amplitude \( \Delta \). Also the simulations show that a decreasing auto-correlation length \( L \) would degrade the SS of the TFET.

It must be noted that the above models for channel quantization and interface roughness are applicable for vertical BTBT only. Furthermore, interface roughness is among many non-idealities such as interface traps, bulk traps, and disorder-induced band tails which adversely affect the performance of a TFET. In Ref. [10], it was observed that the effect of interface traps is the strongest among them. However, the detrimental effect of traps is expected to fade out as technology improves. In that case, interface roughness may become an important mechanism for the degradation of the SS in TFETs.

In summary, a semi-classical model based on the path rejection method was implemented in a device simulator to analyze the impact of channel quantization on vertical tunneling. Additionally, an analytical model for the DOS of an arbitrary 2D quantum-mechanical system was adapted to capture the effect of DOS tails due to interface roughness. The simulations of a vertical TFET using realistic parameters for roughness amplitude and auto-correlation length have show that the SS degrades due to interface roughness. Eqs. (8a), (8b) as well as the simulations suggest that an increase in the roughness amplitude or a reduction in the auto-correlation length increase the SS of TFETs which are dominated by vertical BTBT.
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