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Ultrathin double-gate silicon-on-insulator transistors are studied in the quantum coherent limit. By
treating electron-electron interaction on the level of a mean field approach, the density matrix of the
device becomes diagonal when expressed in a basis that results from imposing scattering boundary
conditions at the terminals. The self-consistent scattering wave functions are computed using a
multisubband scattering matrix formalism. This allows us to retain the full dimensionality of the
wave functions and eliminates the need for the adiabatic decomposition of the Schrédinger equation.
Subband mixing is fully taken into account and a piecewise analytical representation of the wave
functions can significantly reduce the number of sampling positions along transport direction. By
self-consistent simulations the size of source-to-drain tunneling as a function of gate length is
demonstrated for different body thicknesses. A strong forward bias is shown to increase the tunnel
current due to the thinning of the source-drain potential barrier. The effect of channel orientation on

the tunnel current is also discussed. © 2006 American Institute of Physics.

[DOLI: 10.1063/1.2355540]

I. INTRODUCTION

Ultrathin double-gate silicon-on-insulator (DGSOI) tran-
sistors are among the most promising devices for future very
large scale integration (VLSI). Recently, DGSOI metal oxide
semiconductor field effect transistors (MOSFETs) with sili-
con body thicknesses fg; of 1 and 3 nm have been manufac-
tured at Nippon Telephone and Telegraph Corporation
(NTT).! These devices are still far from ideal because of
strong film inhomogeneities. Nevertheless, it is interesting to
study the ultimate behavior that may be obtained from such
devices once the technological difficulties are overcome.
Various quantum-mechanical (QM) theories have been in-
vestigated to face this complicated problem. To note the most
important ones are as follows: the quantum transmitting
boundary method (QTBM) from the International Business
Machines (IBM) labomtory,2 the nonequilibrium Green’s
functions (NEGFs) introduced by Kadanoff and Baym in the
1960s,’ the Wigner transport equation,4 the quasi-Pauli mas-
ter equation,5 and the Landauer-Biittiker formalism in ab-
sence of scattering.6

The most rigid application of the NEGF theory to a
quantum transport problem is the software package NEMO
developed at Texas Instruments at the end of the 1990s.” 1t
allows the simulation of one-dimensional (ID) quantum-
ballistic (QB) transport in III-V heterostructures with inclu-
sion of scattering mechanisms via self-energies computed
self-consistently with the NEGFs. The self-consistency with
the Poisson equation demands high computer resources so
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that most of the self-energies considered in NEMO are diago-
nal. NEGFs also build the kernel of NANOMOS,&9 a software
developed at Purdue University at the beginning of 2000.
NANOMOS has two-dimensional capabilities although the
transport direction is separated from the direction of confine-
ment by virtue of the so-called mode-space approachlo"1
where the solution of the Schrodinger equation in the direc-
tion of confinement yields eigenenergies for the NEGFs in
the transport direction. A mode-coupling version of the
mode-space approach is presented in Ref. 12. A method that
retains the full dimensionality of the system and is readily
applicable to multiterminal systems can be found in Ref. 13.
Scattering can be included by diagonal phenomenological
decay times (Biittiker probes).

In contrast to the above references, that use finite differ-
ence or finite-element representations, we evaluate Green’s
functions in the framework of the so-called scattering matrix
21ppr0ach.14’15 This allows for subband mixing while using
piecewise analytical wave functions, which in some devices
may considerably reduce the necessary number of grid
planes in transport direction. In the present work the ultimate
performance of DGSOI MOSFETs with silicon body thick-
nesses of 1 and 3 nm and gate lengths in the range from
3 to 30 nm has been assessed by QB transport simulations
based on the self-consistent scattering matrix approach. The
electrostatic effect of the injected charge is taken into ac-
count. To establish a connection with standard device simu-
lation, the same transistors have also been studied by classi-
cal drift-diffusion (DD) simulations with constant mobility
and DD simulations on top of a 1D Schrodinger-Poisson
(1D-SP) equation system'® that make use of a QM mobility
model calibrated for long-channel MOSFETs."” In this model
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the microscopic scattering rates (including intersubband scat-
tering) are numerically computed based on the confined
states from the Schrodinger solver, and the QM conductivity
is subject to the self-consistent solution of the DD/1D-SP
system. Recently, a DD/1D-SP variant with completely de-
coupled subbands'® was proposed, where DD is applied to
each subband separately with a subband density-averaged
empirical mobility. Both methods can be expected to give
similar results in cases of very strong confinement, i.e., if
only the lowest subband contributes significantly.

The paper is organized as follows. The theory of QB
transport is outlined in Sec. II. Section III summarizes the
scattering matrix approach and Sec. IV provides the expres-
sions for the current through quantum wires and quantum
wells. Section V explains the difference between self-
consistent and local-equilibrium charge densities within the
scattering matrix method. The simulation results are pre-
sented in Sec. VI. Finally conclusions are drawn in Sec. VII.

Il. QUANTUM-BALLISTIC TRANSPORT

For a many-particle system whose state is described by
the statistical operator P, the expectation value (A) of a
single-particle observable A is given by the trace of the prod-
uct of the corresponding second-quantized operator,

many 2 ¢, c <l|A|.]>9 (1)

where the clT (c;) are the creation (annihilation) operators for
an arbitrary basis of single-particle states, with the statistical
operator P,

(A) = tr(Apyany P).- 2)
In terms of the density matrix,
M;;= <l|M|J> = <C;Ci> = tr(c;ciP), (3)

the expectation value of A may be recast as a trace over the
space of single-particle states,

(A)=tr(AM). (4)

Now we consider an open quantum system with several ter-
minals, that couple the system to particle reservoirs a (with
electrochemical potentlals * and a common temperature 7T)
via ideal waveguides (cf. Flg. 1). For the analysis of such a
system it is convenient to work in a single-particle basis in
scattering configuration, i.e., each single-particle wave func-
tion is associated with an injecting reservoir. Only in the
waveguide attached to the injecting reservoir the wave func-
tion contains a component that propagates fowards the sys-
tem; in the remaining waveguides the wave function only
contains components propagating away from the system.
Then the single-particle basis may relabeled by |a, i), where
« identifies the injecting reservoir (e.g., a € {src,drn} for a
two-terminal system) and i is a collective label for the re-
maining quantum numbers. In this notation the statistical op-
erator of the system takes the form
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FIG. 1. The simulation domain (“system”) is coupled to the reservoirs by
ideal waveguides.

1
P=—ex e € s
= p[ kBT< % a,ibaiCF >:| (5)
::;
with the normalization factor = := tr(P).
In the interaction free case,
H= E Cz,ica,iea,i’ (6)

a,i

P contains only pairs of creation and annihilation operators
with the same quantum numbers. Consequently, the off-
diagonal terms of the density matrix vanish,

M 74,164 50; (7)

a,i;B,j = a,i i,j°

and the average occupation numbers 7, ; are found to obey
Fermi-Dirac statistics with the electrochemical potential of
the injecting reservoir,

1
r_la,i=f|:k_T(€ai_ G(Fa))} (8)
B

In the context of finite-7 density functional computations,
Fermi-Dirac occupation factors are usually employed to
populate the Kohn-Sham orbitals, despite the fact that these
self-consistent orbitals are not interaction free. This approach
works well for systems with spread-out wave functions, but
is less accurate in the presence of localized states (e.g., inside
quantum dots) and fails to reproduce effects such as Cou-
lomb blockade, that are based on strong electron-electron
interaction. Here we are mainly concerned with MOSFET
devices, where wave functions are delocalized and the as-
sumption of Fermi-Dirac occupation factors may be main-
tained. Then, the current through any surface A inside the
device is given by
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Here, 1, denotes the current operator for the surface A,
h ) R
Iy=—| drlrXr|[3(f(r)- V), (10)
mJ

where 7 is the surface normal vector and J stands for imagi-
nary part.

In two-terminal devices with identical source and drain
waveguides it is possible to identify pairs of degenerate
single-particle wave functions which carry currents of equal
magnitude but opposite signs. Then Eq. (9) simplifies to

(src) (drn)
€ — € € — €
I |src,i>{f< L F )—f( L F ﬂ (11)
4 kT kgT

This expression shows how current is driven by the voltage
drop between source and drain. Numerical evaluation of the
current matrix elements requires the computation of the
Kohn-Sham basis of the device in scattering configuration,
which is done in the next section.

INE 2 (src,i

lll. COMPUTING THE KOHN-SHAM BASIS IN
SCATTERING CONFIGURATION

For QB transport simulations through quantum wires/
wells, the Schrodinger equation with scattering boundary
conditions for injection of electrons from the source (or
drain) contact is solved by means of a scattering matrix for-
malism, that makes allowance for subband mixing.m’15 This
approach uses piecewise analytical wave functions of the
form

1 - (n) - (n)
V()= =3 x7, (0 [af e+ pie o]
VL p i

{y,z|i)® “wire”
X\ i |, () (12)
e* L (z|iy™ “well”
where Xz, is the characteristic function of the interval

|:xn—1 + X, xn+xn+l:|

I:: R
2 2

n

(13)

The arbitrary normalization length L is used in the computa-
tion of the one-dimensional density of states of the terminal
waveguides and will cancel in the final expressions for cur-
rent and charge density. The x, denote the coordinates of the
grid planes in transport direction, and i) is the ith trans-
verse bound state on interval Z,. The potential is assumed
piecewise constant along the x direction; hence, the trans-
verse wave functions and subband energies remain the same
throughout each interval Z,, and each subband wave function
evolves over the interval according to a superposition of for-
ward and backward exponentials. The full Schrodinger equa-
tion including the lattice periodic potential would rather sug-
gest an expansion of W in terms of Bloch functions, but on
the level of the effective mass approximation (EMA) expo-
nentials are recovered. The forward component of the veloc-
ity associated with a function of wave vector k, then, is given
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by vy (k)=(1/ ﬁ)(éx~V|()'e'(k).19 In a wave function ¥ of total
energy € (including a possible kinetic energy contribution €
brought about by k), the wave number associated with the
ith transverse mode on slice n is given by

(n) V2me— e, - €(x,) Vi, €€ —€x,)=0

L

i \/2mi[ei(xn) + €, —€]/h otherwise.
(14)

Here, €(x,) denotes the eigenenergy of the transverse
mode |i)". Hence, e—¢;(x,) is the kinetic energy available
for transport along the x direction.

In devices that contain regions in which the potential
does not vary strongly on the length scale of the electron
wavelength, representing the wave function by piecewise
analytic expressions allows using a discretization grid with
much fewer grid planes27 along the transport direction than
are needed with a finite differences scheme in order to re-
solve short wavelengths.

Provided that the subband energies do not exhibit Dirac-
6 singularities, W' must be continuous and possess a continu-
ous first partial derivative along the x direction. By enforcing
these conditions on the interval boundaries and invoking the
orthogonality relation "X j)(”)=5,-’j, the coefficients on in-
terval Z,,; may be expressed in terms of the coefficients on
interval Z, as

a;n+l) _ le(llz)ik;"H)Aan (m+1) 71750
i

2
k(n) . (n)
i YA
% [ <1 + P )e(l/Z)tk[ xnagn)
J
k(n) )
’ (1 ) k<2+1>>e_(“2)'k" S (15)
J

and

1 . (n+1)
(n+1) _ = ~(172)ik{"VAx, Y (n+1) 7 2|\ (n)
by = 5¢ A 2 iy

k(n) . (n)
172)ik"" A
X[<1_W)e( g !
J

kgn) —(12)ik"Ax, 7 (n)
+ 1+k(.””) e i S (16)
j

Here, it is assumed, that all the K™Y are nonzero. Mode
mixing is afforded by the overlap matrix elements
D] %™ between mode j on slice (n+1) and mode i on
slice n. Equations (15) and (16) may be combined into a
vector equation,

a(n+1) o a(n)
e | =M g |- (17)

The matrix M is called the (nth partial) transfer matrix.

In this representation, scattering boundary conditions for
injection into the ith subband of a two-terminal device are
specified by
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(drn, €,i,k  |I4|drn, €,i kﬁ——-v(‘”““x s ‘"“X] 1%
for injection from the left reservoir and l ”max) .
:‘Td1~n~>51~c.i~>j(€vkL)
O_0, pmd =g, 1 (24)
4aj > Y i (19) with the velocity
for injection from the right. Hence, the coefficient vectors Uﬁ"l) = —(e Vk)E(kE"), k). (25)

ama) and b need to be computed from the coefficients a®
and b"ma), This may be written in matrix form as

() (0)
' max a
— 0.5
L’(O) } =5 L(nmm } , (20)

with the scattering matrix™

S <0’”max) q (O’nmax)
SO0 = | 00" Dol (21)
S(l(?(’)”max) S(l(,)’lnde)

Formally writing, the scattering matrix may be obtained from

(max) ) ©0)
q\'max a a
= M) « - (DO .t
|:b(”max) :| - M M M |:b(0) :| - ]\ﬂ |:b(0) :| ’

(22)

where M'! is called the fotal transfer matrix. However, for

reasons discussed in Ref. 20 M'" tends to have poor numeri-
cal quality. Therefore, we have used a numerical scheme,14
that recursively constructs S+ from S and (the inverse
of)* M, starting with S©9=1@1.

IV. COMPUTATION OF THE CURRENT

In the notation of the preceding section, it is straightfor-
ward to evaluate the current matrix elements in Egs. (9) and
(11) for a cross-sectional plane A normal to e, as

1 o!
<Src,E,i,kl|1Alsrc,e,i,kl>=zvﬁ0,) -2 ” [8{ma)], 2
J H z
N —
::Rsrc,iaf(fwki)
(23)

and

When summing over all available states, the forward compo-
nent of the density of states in the injecting waveguide can-
cels the velocity terms in Egs. (23) and (24) and the total
current (including a factor of 2 for spin degeneracy) becomes

2 e— €5
D_Z% _ o L
= h; f “ de[l ng,w(e)}f( or )

(dm)

- f(n ) dfz Tdrn—»src l—>_](€)f< ) ’ (26)

kBT

for a quasi-1D quantum wire. For transport through a quan-
tum well, e.g., the channel of a double gate MOSFET as
shown in Fig. 2, the current expression acquires an additional
integration over k. In the case of a parabolic dependence of
the band structure € on &, this yields

*
2 — \N2m, kgT
]2D = _\“’WW—LBE f del 1- 2 RS]'C,l‘*)j(e)
h h ; 0 ]

(src) _

e — e
><3—1/2( ) - f(n )dGE T gm—sre,i—j(€)
€rmax j

kT
— €
) ; (27)

( (drn)

XS 1 kT

where the width W is assumed to be much larger than the
wavelength of the charge carriers. The fraction to the right of
W is the reciprocal of the thermal wavelength A | normal to
the plane of Fig. 2. Thus W/\ | may be regarded as an ef-
fective number of modes in normal direction. When using
the EMA with indirect gap materials, charge density and cur-
rent need to be summed up over all valleys.

V. APPLICABILITY OF THE EMA

The silicon film thicknesses of the transistors studied in
this work are very small (=<3 nm). In this regime the EMA
cannot a priori be assumed to be valid. To assess the validity
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FIG. 3. Solid lines: tight-binding band structure of a silicon film of two
cubic cell thickness with hydrogen passivation; dashed lines: bulk silicon. k
along (100).

of the EMA in thin silicon films, we performed empirical
tight-binding (TB) calculations of thin silicon film with and
without hydrogen passivation. TB parameters were taken
from Refs. 21 and 22. Figure 3 shows the band structure of a
H-passivated silicon film of a thickness of two cubic cells
(approximately 1.1 nm). The band energies are strongly
shifted due to confinement, but the curvature near the con-
duction band extrema is only slightly changed relative to
bulk silicon. We find transport masses of 0.21m, and 0.78m,,
for the valleys at k=0 and k;=0.847/a, respectively—
about a 10% change with respect to bulk silicon values.
These values are very sensitive to details of the surface
passivation—with dangling bonds instead of hydrogen pas-
sivation, the transport mass in the k;# 0 valley decreases
from 0.78m to 0.58m,. This indicates that the impact of the
silicon surface and its passivation are stronger than the finite
size effect; the simplistic assumption of hydrogen passiva-
tion might not lead to accurate band curvatures. Hence, the
results in the present work were obtained using bulk values
for the effective masses. Band structure effects down to a
film thickness of 1 nm are not expected to change these re-
sults in a qualitative way.

VI. SELF-CONSISTENT VERSUS LOCAL EQUILIBRIUM
CHARGE DENSITY

The scattering matrix approach described in Sec. III may
be used in a postprocessing step for the computation of the
current, in which case the charge density for the nonlinear
Poisson equation is constructed by populating the transverse
wave functions |i)™ on each slice in a classical manner.
Then, only the components of S(m) that occur in the ex-
pressions for the transmission probabilities 7 and reflection
probabilities R in Egs. (23) and (24) need to be computed.

J. Appl. Phys. 100, 084314 (2006)

Current-voltage (I-V) characteristics making use of this sim-
plification are labeled “non-self-consistent” (nsc) in Figs. 5
and 6. Alternatively, the full scattering matrix formalism may
be used for the computation of the carrier concentration
p(r)=tr(Jr)(r|M) inside the solution process for the nonlinear
Poisson equation,

P52 33 | Zﬁff,JE)f(%)
a v i € B

X | wv,i,a,e(r)|2d€. (28)

Here, v denotes the valley index (a separate effective mass
equation is solved in each valley) and €, , is the subband
bottom energy of subband i in valley v at terminal «. The
densities of state Z"® are one-sided densities of state inclu-
sive of spin degeneracy. The index e in the wave function ¢
denotes the injection energy. Evaluation of the injected wave
function ¢, ; . at arbitrary x positions is equivalent to the
computation of a® and b"™ for any n. To link a® and b" to
the scattering boundary vectors a® and b"m), the two scat-
tering matrix equations,

a] [a®
p© | =501 6 |-

a(”max) . a(n)
b(n) =S(I’l,nmax) b("max) ’

may be employed.
After eliminating the quantities a”m=) and b, the re-
sulting expressions for a® and b® are

a=[1- S0.1(0,1)S} o(, ) T
X[S0,0(0,7)a'? + 5 1(0,1)S 1 (1, M) bt (30)

(29)

b = [1 =5, (1, 7ar) S, 1 (0,) ]!
X [Sl,O(n’nmax)SO,O(O’n)a(O) + Sl,l(n’nmax)b(nmaX>] . (3 1)

This approach is computationally considerably more costly,
since it requires the computation of the full Kohn-Sham scat-
tering basis for each evaluation of the charge density func-
tional. Results making use of this extended scheme are la-
beled “self-consistent” (sc) in the aforementioned graphs.
The sc approach maintains QM effects along the transport
direction of the transistor. In the nsc approach only trans-
verse quantization is considered; longitudinal quantum ef-
fects are disregarded. The resulting differences in charge
density inside the device are depicted in Fig. 4.

If a finite bias is applied between the terminals of a
ballistic device, the Fermi energy inside the device is no
longer defined, and the charge density may differ signifi-
cantly from an equilibrium charge density. As long as the
tunneling electrons have negligible influence on the electro-
statics, this nonequilibrium charge density may be modeled
on the level of a classical treatment of the transport direction.
Up to the barrier peak energy €., both left and right propa-
gating states are populated according to e(;rc) for x <xpax
(e(de) for x = x,,,,) because all injected electrons are reflected
back to their injection terminal. For energies greater than

Downloaded 24 Oct 2006 to 129.132.4.37. Redistribution subject to AIP license or copyright, see http://jap.aip.org/jap/copyright.jsp



084314-6 F. O. Heinz and A. Schenk

Electron Density [cm's]

10 -- non-selfcons
N — selfcons.

10 MRS EESEELS LS ,
10 15 20 25 30

Position [nm]

FIG. 4. Lateral density profiles in the middle of the channel for devices with
ts;=1 nm and gate lengths of 3, 10, and 14 nm at Vpg=1 uV and Vg
=0 V. In very short devices, wave function penetration into the barrier may
have a marked effect on the electrostatics.

€max all electrons are transmitted over the barrier. Therefore,

right propagating states are populated according to €™

whereas left propagating states are populated with Gfrn)'§3,24
In the case of sizable tunneling currents, the charge density
has to be computed from the full wave functions according
to Eq. (28). This expression automatically treats different

Fermi energies at the terminals in the correct way.

Vil. RESULTS
A. QB transport at infinitesimal forward bias

DGSOI MOSFETs of the type shown in Fig. 2 with €y,
in the range of 3-20 nm were simulated using the two-
dimensional (2D) QB transport model of Secs. II-VI. The
resulting /-V characteristics are shown in Fig. 5 for devices
with t;=1 nm and in Fig. 6 for devices with #g;=3 nm, re-
spectively. The solid curves were obtained by sc solving the
nonlinear Poisson equation with the charge density from the
full scattering matrix formalism; dashed lines result from
simulations with local equilibrium population of the channel
cross sections (nsc). Concerning source-drain tunneling, we
find the same situation for both #5;=1 nm and #g;=3 nm: in
transistors with “long” gates ({,,e= 10 nm) the entire drain
current is thermionic current over the potential barrier be-
tween source and drain. This is apparent from direct com-
parison with ballistic transport results in which longitudinal
tunneling was suppressed [7i— 0 in the lower branch of Eq.
(14)] as well as from the fact that the subthreshold slope of
the (sc and nsc) QB I-V curves is constant and identical to
the subthreshold slope obtained from (constant mobility) DD
simulations. In devices of “intermediate” gate length
(~7 nm) the subthreshold characteristics exhibit a steep
slope similar to the thermionic slope for gate voltages not too
far below the threshold voltage; far from the threshold volt-
age, the steepness of the curve diminishes, and a second
shallower slope is established. This happens, when the ther-
mionic contribution to the current becomes so small that
source-drain tunneling dominates the charge transport from
source to drain. In very short devices (3 and 5 nm) tunneling

J. Appl. Phys. 100, 084314 (2006)

Zga.te = 3nm
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210" ]
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18] — 2D-QB(sc) ]
10205 -- 2D-GB (nsc) ]
10° . : :
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0.5
VoslV]

FIG. 5. Transfer characteristics with different transport models at Vpg
=1 uV for tg=1 nm and gate length €,,.

is dominant throughout the subthreshold range. This corrobo-
rates the results of €4, comparisons based on the WKB
approximation along the transport direction.”

B. Comparison: 1D Schrédinger-Poisson with QM
mobility versus standard DD

Besides the QB simulations, the DGSOI MOSFETS
were also studied by DD simulations on top of a 1D-SP
charge density using a QM mobility model, that correctly
accounts for transverse quantization effects in long channel
MOSFETs.” The on-current is strongly degraded by ionized
impurity scattering in the source/drain regions (approxi-
mately by a factor of 3.5 in the case of {,,.=10 nm). As this
resistance effect depends on length, geometrical shape, and
doping level of the contact regions, impurity scattering was
excluded. For further comparison, DD simulations with con-
stant mobility were performed. For each of these simula-
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FIG. 6. Transfer characteristics with different transport models at Vpg
=1 uV for t5;=3 nm and gate length €.

tions, the value of u,, Was chosen such that the on-current
matched the corresponding DD/ID-SP simulation. Interest-
ingly, apart from the QM threshold-voltage shift, only very
minor differences were observed between the two DD-based
approaches. Despite strong confinement orthogonal to the
transport direction, the influence of transverse quantum ef-
fects on the I-V characteristics of the transistors with f;
=1 nm turned out to be representable by a simple voltage
shift of the whole curve. Devices of different gate lengths
give rise to different effective mobilities, but the I-V curves
of each transistor are governed by a single mobility value.
Devices with a silicon body thickness of 3 nm, however,
exhibited a considerable dependence of the mobility on the
gate voltage even within a single I-V curve. This effect origi-
nates from the fact that in the 7g;=1 nm devices geometric
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FIG. 7. Iyin (A7 pm) vs Vg (V) of DGSOI MOSFETSs of Inm body thick-
ness and gate length €, at various source-drain voltages.

confinement is so strong that the wave functions underneath
the gate are not significantly deformed by the gate potential;
in the 3 nm devices, on the other hand, the shape of the
transverse wave functions and of the charge density distribu-
tion on the cross-sectional plane underneath the gate both
may strongly be affected by a change in gate potential.

C. QB transport: Finite forward bias

Figure 7 shows self-consistent 2D QB transfer character-
istics for various values of the source-drain bias in transistors
with #g;=1 nm and gate lengths of 3 and 5 nm. For both
channel lengths it can be seen that there is a considerable
increase in drain current as the drain voltage increases from
50 to 200 mV. As drain voltage is increased further, the
above-threshold current saturates faster in the longer
transistors.”’ Regardless of the transistor length, current al-
ways was seen to increase with V4., in the deep subthresh-
old regime.

The reason for this behavior is that increasing the
source-drain voltage results only in a small decrease in bar-
rier height—in the 5 nm transistor the drain induced barrier
lowering at a forward bias of 800 mV was found to be
18 mV, but there is a significant reduction in the width of the
barrier. Therefore, the tunneling contribution to the current

Downloaded 24 Oct 2006 to 129.132.4.37. Redistribution subject to AIP license or copyright, see http://jap.aip.org/jap/copyright.jsp



084314-8 F. O. Heinz and A. Schenk

increases much stronger with increasing source-drain bias
than the thermionic current over the barrier. In very short
devices, the tunneling contribution to the total drain current
may be significant over a large part of the I-V curve. In
longer devices, however, tunneling only shows up deep in
the subthreshold regime; everywhere else, the current is al-
most entirely thermal. This discussion applies only to volt-
ages Vgc.qm= 100 mV. For smaller voltages backward elec-
tron injection from the drain reduces the current, leading to
an approximately linear V. 4, dependence of the current.

VIil. CONCLUSION

The simulations indicate that source-drain tunneling de-
teriorates the subthreshold behavior of ultrathin-film sub-
10 nm MOSFETs. But they also show that such devices in
principle are still operational. The simulations presented in
the present work were obtained with a (100) orientation of
the channel. Here, two of the three valley pairs of the silicon
band structure have the small (transverse) component of the
silicon effective mass tensor aligned with the transport direc-
tion. Hence, the tunneling current is at a maximum for this
channel orientation. Other orientations of the channel may
exhibit smaller tunneling contributions to the channel, but
the summation over the various band minima calls for con-
siderable care. For a (110) orientation of the channel, for
example, the tunneling mass becomes m;zé(m,ﬁmy), a
value of nearly three times m, for the valleys with m, along
the quantization direction (z axis). This would suppress
source-drain tunneling of electrons in these valleys down to
gate lengths of about 3 nm. The lower energy valleys with
the large (longitudinal) mass component in quantization di-
rection, however, maintain their low tunneling mass for all
channel orientations orthogonal to the (001) direction com-
monly found in silicon wafers. Hence, no qualitative change
of the situation can be expected without changing the crystal
orientation normal to the surface of the wafer. Should
source-drain tunneling ever become a source of major con-
cern, switching to a crystal orientation for which the quanti-
zation direction is not parallel to one of the principal axes of
the effective mass tensor might help.
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