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Abstract— Self-consistent single—particle Monte
Carlo device simulations are presented. Self-
consistency is achieved by an iterative coupling—
scheme of single—particle frozen—field Monte Carlo
simulations with solutions of the nonlinear Pois-
son equation. As an example a realistic 0.1 pym
n—MOSFET obtained from process simulation with
maximum doping levels of about 2.5 x 10%° cm ™3 is
simulated. It is found that the resulting drain cur-
rent is independent of the length of the time inter-
val per iteration (provided that it is not too small)
and independent of the density in the regions not
visited by the particles taken either from a drift—
diffusion or a hydrodynamic simulation. Therefore
self—consistent single—particle Monte Carlo simula-
tion is an accurate and robust simulation tool for
the quasi—ballistic regime in sub 0.1 yum MOSFETSs.

I. INTRODUCTION

As silicon MOSFETSs are scaled into the sub
0.1 pm regime, the on—current I, is increasingly
influenced by quasi—ballistic transport which is
not adequately taken into account by standard
drift—diffusion (DD) or hydrodynamic (HD) de-
vice simulation [1], [2]. An approach capable of
incorporating accurately ballistic effects is self—
consistent full-band Monte Carlo (FBMC) sim-
ulation [3]. However, the stability of the stan-
dard self—consistency scheme for ensemble FBMC
simulations requires very small time steps for the
Poisson updates [4]. Higher doping levels necessi-
tate smaller time steps [4] and hence decrease the
CPU time efficiency. Therefore, most of the re-
cent ensemble FBMC simulations were restricted
to device structures with a maximum doping level
considerably or even far below 1 x 10?° cm™ [5],
[6], [7], whereas the doping concentration is above
this level in the source/drain regions of realistic
MOSFETs. The stability problem does not oc-
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Fig. 1. Simulated n-MOSFET with Lc, = 90 nm, Leg =
75 nm and tox = 2.2 nm. The white lines indicate the
pn junctions.

cur for an iteration scheme, where frozen—field MC
simulations are coupled with solutions of the non-
linear Poisson equation [8]. It is the aim of this
paper to combine these self—consistency iterations
[8] with efficient single—particle FBMC simulations
[9], to examine the validity of this approach and to
demonstrate its feasibility as well as its efficiency
for the simulation of a realistic 0.1 gm nMOSFET.

II. SIMULATION APPROACH AND DEVICE
STRUCTURE

The details of the single—particle approach
(SPARTA) to FBMC device simulation regarding
the propagation algorithm as well as the models
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Fig. 2. Drain current as a function of simulation time

when using a time step per frozen—field iteration of (a)
At =1 ps and (b) At = 0.35 ps. Three simulation
runs are shown based on an initial drift-diffusion or a
hydrodynamic simulation.

for band structure and scattering mechanisms are
reported in Ref. [9]. Recent modifications include
a finer discretization of k—space with a spacing of
1/96 x 2 7/a (a = lattice constant) and the injec-
tion of the electron from a contact which is now
chosen from a velocity—weighted Maxwellian. The
0.1 pm nMOSFET was obtained by process simu-
lation and is shown in Fig. 1. It features a channel
length of Ly, = 90 nm, an effective gate length of
Leg = 75 nm, a physical oxide thickness of to, =
2.2 nm, and a maximum doping level of about 2.5
x 10% cm 3.

The simulation procedure is as follows. A
single—particle is injected from some contact and is
propagated in a frozen electric field (initially taken
from the DD or HD device simulation), until it
is absorbed at a contact. Then the next particle
is simulated and so on. If the cumulative simula-
tion time (for all consecutively simulated particles)
reaches the end of a predefined time interval At,
the nonlinear Poisson equation is solved. The den-
sity determining the quasi—Fermi potential in the
nonlinear Poisson equation [8] is taken from the
Monte Carlo density if the real-space element was
visited by MC particles or otherwise equals the
density of the DD or HD device simulation. After
the Poisson equation is solved, the single—particles
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Fig. 3. Cumulative averages of the drain current as a

function of iterations after reaching steady state. The
dependence on (a) simulation runs and kind of initial
simulation (DD or HD) and (b) time interval lengths
per iteration is illustrated.

are simulated in the new electric field until the end
of the second time interval and the whole proce-
dure is repeated during the Monte Carlo device
simulation.

III. VERIFICATION

After the end of each time interval, the drain
current Ip is estimated based on the density and
the drift velocity obtained in this time interval.
The drain current according to three simulation
runs at the bias point Vps=Vgs=1.2 V (two based
on an inital DD and one on a HD simulation) is
shown in Fig. 2 as a function of the simulation
time for two different lengths of the time interval
At. It can be seen that after ten iterations, i.e. a
simulation time of 10 x At, Ip begins to fluctu-
ate around its stationary value. The fluctuations
are, of course, stronger for the smaller At, but
the simulation time for reaching the steady state
is shorter. In addition, one can observe that the
initial ”overshoot” is higher when starting from a
HD simulation. After reaching the steady—state,
i.e. after ten iterations, cumulative averages can
be taken over the Ip values computed after each
time interval. The cumulative averages taken over
the results shown in Fig. 2 are displayed in Fig.
3 as a function of the iterations following steady—
state. In Fig. 3 (a), one observes that the differ-
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Fig. 4. Output characteristics of the n-MOSFET as com-
puted by the drift—diffusion, hydrodynamic and Monte
Carlo model. Monte Carlo simulations terminated by
a stopping criterion are also compared to long simula-
tions with negligible error.

ent simulation runs converge to the same solution,
regardless of whether DD or HD was taken as ini-
tial simulation. It can be concluded that the den-
sity in the bulk region, which is never visited by a
single—particle and which differs between HD and
DD, has a negligible effect on the Poisson equa-
tion. Figure 3 (b) shows that the same solution is
also obtained for different At. Consequently, the
smaller At is to be preferred since steady—state
is reached earlier (but, of course, At must not be
too small so that even regions inside the inversion
channel are not visited).

IV. SIMULATION RESULTS

In Fig. 4, the output characteristics of the MOS-
FET are shown as resulting from the DD, HD and
FBMC model, respectively. In addition, FBMC
simulations starting from DD with At=0.35 us
and averaging after 5 iterations are included where
the simulations are stopped below a "relative er-
ror” of 4 % for Ip. The corresponding six points
on the Ip—Vp curve took 31,5 h CPU time on two
667 MHz alpha processors. Of course, the Ip val-
ues are not strictly independent as for frozen—field
MC simulations [10], but from a practical point of
view Alp is nevertheless a useful stopping crite-
rion for discriminating between the different CPU
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Fig. 5. (a) Longitudinal electric field and (b) electron

density profiles along the channel. Both quantities are
averaged perpendicularly to the Si/SiO; interface by
the electron density.
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Fig. 6. Electron drift velocity, averaged perpendicularly

to the Si/SiO. interface by the electron density, as a
function of channel position.

times necessary for similar accuracy at different
bias points. Finally, as an illustration of the simu-
lation results, the channel profiles for longitudinal
field, electron density and drift velocity are shown
in Figs. 5 and 6 with the different source-side ve-
locities as origin for the different I,,.

V. CONCLUSIONS

In conclusion, self-consistent FBMC results
were obtained by an iterative coupling of single—



particle simulations with a nonlinear Poisson
solver. The validity and efficiency was demon-
strated by simulations of a realistic 0.1 ym nMOS-
FET thus making FBMC a viable part of TCAD
for nanoscale MOSFETs.
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