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Abstract

At the nanometer scale, the computer simulation of electronic transport cannot be conceived with-

out including quantum-mechanical effects as well as the atomic granularity of the simulation do-

main. In this review we present a three-dimensional quantum transport simulator based on the

sp3d5s∗ semi-empirical tight-binding (TB) method that fulfills these two requirements. The integra-

tion of the multi-band TB model into a transport code is only possible, if open boundary conditions

(OBCs) are introduced. The available procedures to calculate OBCs in three-dimensional structures

are computationally too intensive, since they take the form of a generalized eigenvalue problem

or require iterative solvers. Therefore, an improved method based on the scattering-boundary

approach is reviewed in this work. It significantly reduces the computational burden associated

with the OBCs calculation. Furthermore, it can be formulated either in the Non-Equilibrium

Green’s Function or in the Wave Function formalism, it works for any channel orientation, mate-

rial composition, or cross section shape, and it is self-consistently coupled to the three-dimensional

computation of the electrostatic potential in the device. These features allow the analysis and

the comparison of nanowire field-effect transistors (FETs) with transport along the [100], [110],

[111], and [112] crystal axis. Hence, their ON-current, subthreshold swing, and interface roughness

sensitivity are investigated.

Keywords: Quantum Transport, Tight-Binding, Non-Equilibrium Green’s Function, Numerical

Simulation
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I. INTRODUCTION

The constant request for performance improvement of electronic devices is mainly satisfied

by reducing the size of their active components, the transistors. Thirty years of aggressive

scaling have pushed their dimensions close to the atomic range. Recently reported struc-

tures of metal-oxide-semiconductor field-effect transistors (MOSFETs) already have channel

lengths in the order of 10 nm or even smaller1. Such short channels are hard to fabricate,

induce source-to-drain tunneling, and require very thin oxide layers causing significant gate

leakage currents. The search for advanced device architectures that could overcome these

difficulties has just started. It is part of the new research field called nanoelectronics.

Semiconductor nanowires (NWs) may play an important role in the future of nanoelec-

tronics, since they can act both as active devices (transistors) and as wire connectors. Re-

cently, several groups have grown Si2, GaAs3, Ge4, or SiGe5 NWs with different channel

orientations and cross section shapes. Field-effect transistors (FETs) with a triangular6, a

rectangular7, or a cylindrical8 wire as channel have been reported in the literature. Nanos-

tructures with even more exotic cross sections, such as T-shape wires, have found practical

applications, for example, in the optoelectronics area9.

The fabrication of novel devices is a long and expensive process. A well-established way

of accelerating the production and of reducing the costs consists in replacing experimen-

tal development techniques by technology computer aided design (TCAD). In this review,

we present the physics and the numerical implementation of a simulator designed for post-

CMOS nanowire FETs. Modeling the current flow in these devices requires to abandon

classical concepts and to include quantum-mechanical phenomena10. In effect, these nan-

odevices exhibit significant quantization effects that a classical theory cannot capture. This

implies the application of a full-band transport model to simulate transistors with cross sec-

tions not exceeding 5 nm × 5 nm11. For that purpose we choose the sp3d5s∗ semi-empirical

tight-binding (TB) method12,13 because of its capability of reproducing the full band struc-

ture of semiconductors with a diamond (Si)14, zincblende (GaAs)15, or wurtzite (GaN)16
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structure. Furthermore, the atomic granularity of the simulation domain is automatically

taken into account in the TB method.

In Section II we describe the incorporation of the TB bandstructure model into an

atomistic quantum transport solver based either on the Non-Equilibrium Green’s Func-

tion (NEGF)17,18 or on the Wave Function (WF) formalism19. The calculation of the open

boundary conditions (OBCs) and their coupling to NEGF or WF are briefly reviewed20. It

is shown how to compute carrier and current densities in both formalisms. Our simulator is

not only capable to treat the usual [100] transport direction and square cross sections21–24,

but any crystal orientation such as [110], [111], or [112], and any wire shape (e. g. triangular,

circular, T, hexagonal, ...).

Simulation results are presented in Section III. First, the band structure and transmission

of infinite ideal wires are used to demonstrate the validity of the physical models and their

correct implementation. Then, simulations of Si nanowire transistors with different channel

orientation, gate lengths, and atomic surface construction are presented. The full-band cur-

rent characteristics are compared to results obtained with the effective mass approximation,

the performances of n-doped and p-doped FETs are analyzed, and source-to-drain tunnel-

ing is studied. Although our simulator is essentially designed for ballistic transport25, the

inclusion of elastic scattering like alloy disorder26 or interface roughness27 is possible.

Section IV deals with the numerical implementation of the transport model. The par-

allelization of the code is discussed as well as the libraries used to compute the eigenvalue

problems and to solve the linear systems described in Section II. Sparse and full, real and

complex matrices are present at the same time, but require distinct treatments. Bench-

marks of the open boundary conditions and transport parameter calculations are given. For

different samples, corresponding to different matrix sizes, the linear and eigenvalue solvers

are tested on a single CPU or on many shared/distributed memory processors.

Finally, Section V summarizes and concludes this review. We highlight the main achieve-

ments of this work and suggest some possible improvements in the field of atomistic simu-

lations of nanowire transistors.
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II. THEORY

In this Section, the algorithm to obtain open boundary conditions in nanowire structures

is summarized. It is then used to compute carrier and current densities in the NEGF and

in the WF formalisms. The method is based on a scattering-boundary approach. It was

first derived in Ref.20. Figure 1 shows the schematic view of a nanowire with length Lw

(scattering-boundary region) without its semi-infinite reservoirs. Effective transport occurs

along the x-axis while y and z are directions of confinement. Each atom is characterized by

a set of orbitals. In the sp3d5s∗ tight-binding model, ten different orbitals are kept. Each of

them is twofold degenerate, if spin orbit coupling is considered.

Independent of the chosen formalism, the Schrödinger equation is explicitly or implicitly

solved with proper boundary conditions. An incident electron, coming from the left or the

right reservoir, with energy E measured relative to the top of the valence band, can be

scattered into reflected states that propagate back to their origin or into transmitted states

that propagate to the other contact(s). The device equation can be written as

H0|ψE〉 = E|ψE〉. (1)

The Hamiltonian H0 contains the lattice and the electrostatic potentials. The scattering

wave function |ψE〉 can be expanded in terms of orthogonalized Löwdin atomic orbitals

φσ(r) of type σ (s, p, d, or excited s∗)

ψ(r;E) =
∑
σ,i,j,k

Cσijk(E)φσ(r −Rijk)

|ψE〉 =
∑
σ,i,j,k

Cσijk(E)|ijk, σ〉, (2)

where Cσijk(E) is the expansion coefficient for an orbital σ of an atom situated at R =

(xi, yj, zk) in the nanowire. To solve Eq. (1), one works in a slab basis28. A slab represents

the minimal number of atomic layers required to generate an infinite nanowire, if it is

translated in the transport direction. For example, a slab is composed of four atomic layers

if x is aligned with [100] and six layers for [111]. A slab has a width ∆. A nanowire
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with length Lw is, therefore, composed of Lw/∆ slabs that represent its central scattering

region. In this basis, the scalar Cσijk(E) becomes a vector Ci(Rs, E), where i denotes the

ith wire slab and Rs the position and the orbital type of an atom residing inside this slab.

Considering only coupling to the nearest neighbors, disregarding three-center integrals12,

and left-multiplying Eq. (1) with 〈ijk, σ| at each position and for each orbital, the matrix

equation

(E −Hii)Ci(Rs, E) −Hii+1Ci+1(Rs, E) −Hii−1Ci−1(Rs, E) = 0 (3)

has to be solved for each slab index i. Its element E −Hii describes the on-site energy and

the bond connections within a slab i, Hii+1 is the coupling to the next slab, and Hii−1 the

coupling to the previous one. If tb is the tight-binding order (10 without spin, 20 with) and

each slab contains N atoms, the size of these square matrices is tbN . Equation (3) is valid in

the device as well as in the semi-infinite left and right contacts, where a scattering boundary

ansatz is applied to find the coefficients Ci(Rs, E). For brevity, only the left contact is

treated, the derivation of the other(s) is obvious

Ci(Rs, E) =
1√
Nx

∑
n

(
ane

ikn(E)xiϕ+
i,n(Rs, E) + bne

−ikn(E)xiϕ−
i,n(Rs, E)

)
. (4)

Here, Nx is a normalization constant, an is the injection coefficient for the nth state

ϕ+
i,n(Rs, E) transmitted through the device (i.e. propagating from the left to the right),

and bn is the coefficient for the nth state ϕ−
i,n(Rs, E) reflected back into the contact, respec-

tively. After having inserted Eq. (4) into Eq. (3) and separated the transmitted and the

reflected parts of the coefficient Ci(Rs, E), the fact is exploited that both resulting contribu-

tions must add up to zero for each quantization level n. In effect, the contacts are assumed

infinite and

(
E −Hii −Hii+1e

±ikn(E)∆ −Hii−1e
∓ikn(E)∆

)
ϕ±
i,n(Rs, E) = 0. (5)

Only one of these two equations needs to be solved, because the solution of the other equation

is automatically taken into account29.
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A well established procedure of calculating the kn(E)’s and the ϕn(Rs, E)’s consists in

writing Eq. (5) as a complex non-hermitian (with spin-orbit coupling) or as a real non-

symmetric (without) generalized eigenvalue problem (GEVP)23,24 of size 2tbN


 E −Hii −Hii+1

1 0


 ·


 ϕi

ϕi+1


 = e−ik∆


 Hii−1 0

0 1


 ·


 ϕi

ϕi+1


 , (6)

where the variables E and Rs are omitted for brevity. Despite the fact that the numerical

solution of Eq. (6) avoids matrix inversion30, it is still computationally intensive to obtain the

desired variables for a large nanowire. However, going back to Eq. (5), a better insight into

the physical structure of the matrices Hii, Hii+1, and Hii−1 leads to a simplified procedure

to evaluate the OBCs. The detailed derivation can be found in Ref.20. Here we restrict

ourselves to the final step of the calculation. A matrix M is formed from Hii, Hii+1, and

Hii−1 by applying a shift and invert spectral transformation. The size of M is equal to that

of the H ’s. Then the kn(E)’s and the ϕn(Rs, E)’s are the solutions of an ordinary eigenvalue

problem (EVP)

Mϕ(Rs, E) =
1

e−ik(E)∆ − 1
ϕ(Rs, E). (7)

The matrix M is always well-defined and has an advantageous structure

M =




0 0 M02 M03

0 0 M12 M13

0 0 M22 M23

0 0 M32 M33



. (8)

It is thus not necessary to consider the whole matrix M in the eigenvalue problem defined

in Eq. (7), but only its lower right corner. When the transport direction is aligned with

the [100] crystal axis, the complex non-hermitian (spin-coupling) or real non-symmetric (no

spin) eigenvalue problem to be solved is of size tbN/2, which is a significant improvement

compared to Eq. (6) whose matrices have a size 2tbN . Apart from a gain of a factor 4 in the

size of the blocks, it is not required to solve a GEVP, but only an ordinary EVP. The method



7

presented here is more efficient than what was published previously23,24 (see also Table III

for quantitative results). Furthermore, the approach works for all the crystal orientations,

even if one atomic layer is connected not only to the next layer but to several consecutive

layers. The matrix M is always constructed in a way to minimize the size of the EVP.

It remains to determine the electron (hole) density n(r) (p(r)) and the current density

J(r) by coupling the OBCs to a NEGF or WF solver. Due to the strong localization of the

Löwdin orbital functions φσ(r − Ri) used in the tight-binding model, n(r), p(r), and J(r)

are represented by δ-functions centered around the atom positions Ri

n(r, t) =
∑
i

ni δ(r −Ri), (9)

p(r, t) =
∑
i

pi δ(r− Ri), (10)

J(r, t) =
∑
i,j

Iij δ(r − ri)(Rj −Ri). (11)

Bold letters denote vectors, ni (pi) is the number of electrons (holes) at Ri, Iij is the current

flowing from one atom situated at Ri to its nearest neighbor at Rj (in principle four different

j per i) along the connecting bond. The ansatz for the current and the charge densities is

proved in Sections II A and II B.

A Wave Function Solver

In the Wave Function formalism, the transport problem takes the form of a linear system

that has to be solved for each injection energy E 20

(E − H) · C = I0. (12)

The Hamiltonian H is a square matrix of size N tb × N tb, where N is the total number of

atoms constituting the nanowire and tb the tight-binding order. The boundary conditions

are incorporated in its first and in its last diagonal blocks. The injection matrix I0 has the

size (N tb) × (p np). The parameter p denotes the number of injection ports in the device

(two in our case, the left and right contacts). From each port, np states caused by the
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two-dimensional wire confinement are injected. The unknown matrix C has the same size

as I0 and contains the coefficients introduced in Eq. (3). Its individual elements depend

on the energy E (or wave vector k(E)) on the port, on the injected state (index p and

np, respectively), on the orbital type σ, and on the atom position Ri. They are labeled

Cσi,p,np
(k(E)), where k(E) is sometimes omitted and σ sometimes cast into i for brevity.

The electron density in the nanowire n(r) (p(r) is obtained analogously) is then given by

n(r) = 〈r|ψ〉〈ψ|r〉

=
1

Nx

∑
np,p,σ1,σ2

∑
i,j

∑
k

Cσ1∗
i,p,np

(k)Cσ2
j,p,np

(k)f(Ep,n(k) − µp)φ
∗
σ1

(r −Ri)φσ2(r −Rj)

=
∆

2π

∑
np,p,σ

∑
i

π/∆∫
0

dk |Cσi,p,np
(k)|2f(Ep,np(k) − µp)δ(r − Ri)

=
∑
i

∆

2π

∑
np,p,σ

∫
dE |Cσi,p,np

(kp,np)|2
∣∣∣∣∣

dE

dkp,np

∣∣∣∣∣
−1

f(E − µp)

︸ ︷︷ ︸
ni

δ(r− Ri) (13)

In the contacts, Fermi distributions with a chemical potential µp are assumed. The injection

energy (from port p) of a state n with wave vector k is Ep,np(k).

The position dependent current density J(r) is calculated with31

J(r) = i
eh̄

2m0
lim
r′→r

(∇r′ −∇r) 〈r|ψ〉〈ψ|r′〉

= i
e

2h̄
lim
r′→r

([H0, r] − [H0, r
′]) 〈r|ψ〉〈ψ|r′〉, (14)

where the Hamiltonian H0 is the same as in Eq. (1). After some straight forward steps, where

the orthogonality properties of the tight-binding basis as well as the same simplifications as

in Eq. (13) are recalled, the following expression is obtained for J(r)

J(r) =
∑
i1,i2

i
e

2h̄

∑
p,np

∆

2π

∫
dE

(
Hi1i2Ci2,p,npC

∗
i1,p,np

− Ci1,p,npC
∗
i2,p,np

Hi2i1

)
×

∣∣∣∣∣
dE

dkp,np

∣∣∣∣∣
−1

f(E − µp)(Ri2 − Ri1)δ(r − Ri1). (15)

The matrix elements Hij represent the tight-binding coupling between an orbital σi on an

atom situated at Ri and an orbital σj on an atom situated at Rj. The vector Rj − Ri
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characterizes the bond connecting two atoms. In the ballistic regime, the current can be

alternatively computed with the two-terminal Landauer formula for the non-interacting case

32. It requires the knowledge of the position-independent transmission coefficient T (E)33.

Hence, it does not allow to check current continuity.

B NEGF Solver

Recently, the Non-Equilibrium Green’s Function (NEGF) formalism has become very

popular for the simulation of quantum transport in nanodevices. In Ref.20, it is shown that

the scattering OBCs obtained above allow to calculate the retarded boundary self-energies

ΣRB of the NEGF formalism. The use of iterative solvers34 for the OBCs calculation (20

to 40 inversions of a very dense or full matrix of size tbN) is less efficient than the EVP

approach.

The stationary retarded GRij(E) and lesser G<ij(E) Green’s functions are calculated with a

recursive algorithm35,36 involving the Hamiltonian matrix H of Eq. (12). The indices i and

j include the atom position R and the orbital type σ. With the same approximation as in

the Wave Function case, one obtains

n(r) = −i
∫

dE

2π
G<(rr;E)

= −i∑
j

∫
dE

2π
G<jj(E)δ(r −Rj) (16)

for the electron density and

J(r) =
eh̄

2m0

lim
r′→r

∫
dE

2π
(∇r′ −∇r)G

<(rr′;E)

=
e

2h̄

∫
dE

2π

(
Hi1i2G

<
i2i1

(E) −G<i1i2(E)Hi2i1

)
(Ri2 −Ri1)δ(r− Ri1) (17)

for the current density31. Equation (17) has exactly the same structure as Eq. (15) and

yields a direct relation between the WF coefficients Cσi,n,p(k) and the lesser Green’s functions

G<ij(E). However, the NEGF current density is often calculated with the Landauer-Büttiker

formalism32,35 and not with Eq. (17).
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III. RESULTS

In this Section, simulations of Si and GaAs nanowires with different cross sections, crys-

tal orientations, and lengths are presented. The contacts are assumed ideal (semi-infinite

prolongation of the first and of the last slab of the nanowire). The central scattering region

of the device has a length Lw. According to Fig. 1, x is the transport direction, y and z are

directions of confinement and delimit the device cross section. The sp3d5s∗ tight-binding

parameters were optimized by T. B. Boykin et al. to reproduce Si14 and GaAs15 bulk band-

structures. The orbital on-site energies as well as the connections to the nearest neighbors

are assumed to remain the same in nanowires. Hard wall boundary conditions are applied

to the surface atoms by “passivating” their dangling-bonds37.

A Ideal Nanowires

First we consider ideal nanowires whose active part of length Lw cannot be distinguished

from the left and the right semi-infinite reservoirs. The electrostatic potential along these

structures is constant, if no external bias is applied, so that they can be considered as

infinitely long. Hence, all the nanowire slabs are identical and it is possible to compute

the resulting wire bandstructure. Since y and z are directions of confinement, there is only

one free direction, x, reducing the crystal Brillouin Zone to a one-dimensional quantity

depending on k.

Figures 2 (a) and (d) depict the cross section of two different infinite nanowires. The

visible atoms represent a wire slab projected into one single plane. If a slab has a width ∆,

an infinite ideal wire is generated by repeating the slab structure along the x-direction for

each position xn = n× ∆ (n is an integer).

In the subplots (b) and (e) of Fig. 2 the conduction subbands (calculated without spin-

orbit coupling) corresponding to the infinite nanowires shown in (a) and (e) are presented.

Half of the one-dimensional Brillouin zone is drawn due to symmetry with respect to k=0.
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The wave vectors are normalized with their maximum value kmax = π/∆.

The plots (c) and (f) show the electron transmission of the nanowires whose cross section

and conduction subbands are given in (a), (d) and (b), (e), respectively. The OBCs are

calculated with the eigenvalue method proposed in this paper. They are then coupled to a

Wave Function solver as described in Section II A. Spin-orbit coupling is neglected, because

it does not affect much the conduction band properties as it will be proved later in this

Section. In infinite structures the transmission coefficients T (E) can be directly extracted

from their band structure. In effect, the semi-infinite left and right reservoirs as well as the

central channel they are connected to form a uniform nanowire whose electrical properties

do not vary in transport direction. In this case, if there are n available incident modes at

energy E∗ (i.e. modes with a positive velocity in the left reservoir and a negative velocity

in the right reservoir), one has T (E∗) = n. This is a good way to check, whether the results

obtained with the procedure outlined in Section II are correct.

The two examples depicted in Fig. 2 are studied now. The first structure (a) is a square

Si nanowire (2.1 nm × 2.1 nm) where the transport axis is aligned with [100], y with [010]

and z with [001]. A slab contains four atomic layers (width ∆=0.543 nm = lattice constant

of bulk Si) or 128 atoms, the active part of the wire has a length Lw=32.6 nm (60 slabs),

and therefore 7680 atoms. The square matrix M involved in the calculation of the OBCs

has the size NM=1280, but the arising eigenvalue problem has a reduced size of NEV P=640.

This implies that 50% of NM is sufficient to calculate the k’s and the ϕ’s.

From the band structure plot in Fig. 2 (b), one can infer the transmission given in plot

(c). For example, there are four subbands starting at around E=1.515 eV. Exactly at

the same energy four channels turn on in the transmission. Due to the two-dimensional

confinement, these four conduction subbands have a minimum at k=0. Four of the six split

conduction band valleys, labeled ”unprimed valleys”, are projected back to the Γ point in Si

[100]-oriented nanowires. At k=0.35 and E=1.657 eV a subband minimum is observed. At

this energy point the transmission increases from 4 to 6 (channels), because a state with a

positive velocity appears at k = 0.35 + δ, but also on the other side of the Brillouin zone, at
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k = −0.35 + δ. These two bands come from the two remaining ”primed valleys”. When one

branch of these two bands merges with the other bands at k=0.22 or k=-0.22 and E=1.67

eV the transmission encounters a double step down (from 6 to 4) marking the turn-off of

two channels. Following this procedure, the complete transmission can be explained, proving

that the results obtained in the quantum transport calculation are correct.

The subplots (d), (e), and (f) in Fig. 2 show the results for a GaAs circular nanowire

(diameter of 2.5 nm) with [111] as transport direction, [11̄0] for y, and [112̄] for z. The

device is composed of 33 slabs (width ∆=0.979 nm, made up of six atomic layers and 218

atoms whose half are visible and half hidden behind). The size of the matrix M in Eq. (8)

is NM=2180, but an eigenvalue problem with NEV P=730 has to be solved for the boundary

conditions (33.5% of NM). The behavior of the transmission can also be explained by the

wire band structure. GaAs is a direct band gap material so that the first subband is not

degenerate and it has its minimum at the Γ point (E=2 eV). At the same energy the first

channel turns on in the transmission plot. The second band is more interesting since it has

a minimum at k=±1 and E=2.11 eV, exactly where the second channel turns on. It comes

from the upper bulk valley situated at the L-point in [111]-direction and E=1.709 eV in the

three-dimensional Brillouin zone. Due to the confinement, this valley becomes aligned with

the wire transport axis x and causes subbands with minima at k=±1.

More examples of ideal nanowires with other shapes (triangular, hexagonal, ...) and other

crystal orientations ([110] or [113]) are given in Ref.20.

B Ballistic Transport

In this Section the ideal Si nanowires are supplemented with a triple-gate contact to form

field-effect transistors (FETs). We first assume that electrons or holes can only be injected

or collected from the left (source) and the right (drain) contacts, not from the gate. The

room temperature IV-characteristics of n-FETs and p-FETs with channel orientation along

the [100], [110], [111], and [112] crystal axis are simulated. The full-band (FB) charge and
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current densities are calculated as described in Section II. They are solved self-consistently

with the three-dimensional (3D) electrostatic potential (Poisson equation) of the device.

Elementary ’top-of-the-barrier’ approaches38 based on the band structure of ideal nanowires

reduce the electrostatic potential to a one-dimensional quantity and consider semi-classical

transport. But they also give a good insight into the device IV-characteristics. However,

their application is restricted to the ballistic transport of perfect atomic structures (no spatial

variation of the nanowire cross section), whose energy dispersion relation (E − k) can be

calculated. Our simulator furthermore includes short channel effects such as drain-induced

barrier lowering, source-to-drain tunneling, lateral potential variation, and allows to treat

Si-SiO2 interface roughness at the nanowire surface. Energy relaxation of the atom positions

is out of the scope of this work. To emphasize the importance of full-band simulations, the

IV-characteristics of a [100] and a [110] channel-oriented wire are compared to effective mass

(EM) calculations obtained by a three-dimensional coupled mode-space NEGF solver39,40.

To solve the three-dimensional Poisson equation in the nanowire FETs without loosing

the δ-character of the carrier density, the finite element method (FEM) is chosen41,42. A

Delaunay grid is constructed by imposing the constraint that no atom is contained in the

volume of any tetrahedron mesh element. The atom positions are given as input parameter to

the Qhull mesh generator43, which uses them as fixed nodes. The δ-functions thus disappear

when the electron density n(r) is integrated with the FEM test functions.

The SiO2 oxide layers do not participate to the transport calculation (only poor tight-

binding representation available), but they are included to obtain the 3D electrostatic poten-

tial. Consequently, the oxide grid points carry no charge and hard wall boundary conditions

are applied to the Si surface atoms. This means that the Si dangling bonds are passivated

by increasing the on-site energies of the s- and p-orbitals37.

The upper part of Fig. 3 shows the schematic view of a triple-gate nanowire transistor of

length Ls + Lg + Ld ≈ 32.5 nm, composed of n-doped (p-doped) source and drain contacts

with ND=1020 cm−3 (NA=1020 cm−3), and a three-part gate (top, left, and right). The

transistor is deposed on a buried oxide and is surrounded by three oxide layers of thickness
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tox=1 nm. The source, the drain, and the gate measure Ls=9.7 nm, Ld=9.7 nm, and

Lg=13 nm, respectively. As in Fig. 1, x is the transport direction, y and z are directions of

confinement. The cross section of the nanotransistor (neglecting the buried oxide) has the

size Ly=4.1 nm times Lz=3.1 nm. In the lower part of Fig. 3, the cross sections corresponding

to transport along the (a) [100], (b) [110], (c) [111], and (d) [112] crystal axis are given. Points

represent Si atoms while lines model atomic bonds. The SiO2 layers are not described in

the tight-binding formalism. The nanowire channel (only Si atoms) is a 2.1 nm x 2.1 nm

square. A potential Vg is applied to the gate (work function φm=4.15 eV for n-FETs and

φm=5.0 eV for p-FETS), Vs=0 V to the source and Vd to the drain.

The [100] channel is composed of 60 slabs of width ∆=0.543 nm (transistor

length=60×∆=32.6 nm), each slab has 4 atomic layers and is made out of 128 atoms.

For the [110] channel, 84 slabs of width ∆=0.384 nm are counted, each of them with 2

atomic layers and 88 atoms. The [111] channel contains 34 slabs (∆=0.941 nm) with 6

atomic layers (210 atoms) per slab. Finally 49 slabs (∆= 0.665 nm) are present in the [112]

wire, each of them has 6 atomic layers and 154 atoms.

For each channel type there are more than 7000 atoms constituting the nanowire. This

means that the transport problem is described by matrices of size N>140000 if spin-orbit

coupling is included or of size N>70000 if it is omitted. Consequently, at each injection

energy E we have to deal with large complex matrices. However, the spin-orbit coupling

energy in Si is relatively small such that this effect can be neglected. To justify this ap-

proximation the transmission through the conduction and the valence bands of infinite Si

nanowires with the same size and channel orientation as in Fig. 3 are plotted in Fig. 4. The

black solid lines represent the transmission with spin-orbit coupling, the dashed gray lines

the transmission without spin-orbit coupling multiplied by a factor 2. In the energy range

significant for charge and current density calculations (≈150 meV from the band edge) the

curves with and without spin interaction are almost identical, except for the valence band

of the [100] nanowire. Nevertheless this small discrepancy will not affect the conclusions

drawn later in this Section.
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In Fig. 5, the FB (black lines) and the EM (gray lines) Id − Vgs transfer characteristics

at Vds=0.4 V are compared for n-FETs with a [100] (lines with circles) and a [110] (lines

without symbols) oriented channel. In both cases the current in the subthreshold regime is

underestimated by the effective mass approximation. This leads to an increase of the tran-

sistor threshold voltage Vth. However, for the [100] nanowire, the EM ON-current (defined

as drain current Id at Vgs=0.6 V and Vds=0.4 V) is larger than its FB counterpart, as can

be seen in the inset of Fig. 5. This is the same conclusion as in Ref.11.

Figure 6 shows the 3D full-band Id−Vgs (Vds=±0.4 V) transfer characteristics of n-FETs

(right) and p-FETs (left) with [100] (black dashed line), [110] (black line with circles), [111]

(black solid line), and [112] (gray solid line) as channel orientation. The comparison is

done for the same gate metal work function φm=4.15 eV for the n-doped structures and

φm=5.0 eV for the p-doped ones. This means that φm is not adjusted to obtain the same

OFF-current (IOFF = Id at Vgs=0 V and Vds=±0.4 V) as done in Ref.38.

As also predicted by the ’top-of-the-barrier’ approach38, the channel orientation [110]

offers the highest ON-current in the case of n-FETs. For ION defined at voltages Vgs=0.6

V and Vds=0.4 V we find a 1.8 times larger value than for [100]-orientation, a 2.6 times

higher current compared to [112], and a 6.5 times higher current compared to [111]. For

p-FETs, the trends are also the same in both approaches. The highest ON-current (taken

at Vgs=-0.6 V and Vds=-0.4 V) is obtained for the [110] channel (15.7 µA). It is 1.5 times

higher than for [111], 1.7 times higher than for [112], and 6.8 times higher than for [100]-

orientation. The values are summarized in Table I. The prominence of the [110] channel for

both n-FETs and p-FETs is a consequence of the good compromise between the electron

velocity (proportional to the inverse of the effective mass) and the number of available states

(proportional to the effective mass) that is reached by the lowest subbands of the [110] wire.

The lowest [111] conduction subbands, for example, have too heavy electrons that cannot

flow efficiently from source to drain.
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C Interface Roughness

Nanowires with a perfect crystal structure and a well-defined Si-SiO2 interface will prob-

ably never be grown. The 3D self-consistent inclusion of the electrostatic potential in the

transport calculations makes it possible to simulate wires with a cross section (or slab con-

tour) that varies from source to drain25,27. The example of a non-ideal wire slab (channel

orientation x=[100]), taken under the gate at the slab position 35 over 60, is given in Fig. 7.

The atom positions in the middle of the slab are all occupied while some atoms are missing

or are added to the Si-SiO2 interface. Therefore, slab 35 includes 123 atoms instead of 128

as in the ideal case in Fig. 3. This means that Ly and Lz slightly vary from their original

value, but not Ls, Lg, and Ld.

The interface roughness is generated by randomly distributing the atoms at the Si-SiO2

interface according to an exponential autocovariance function Γs(x)44,45

Γs(x) = ∆2
m · e−|x|/Lm , (18)

where ∆m is the root mean square of the rough Si surface, x is the distance between two

Si atoms at the Si-SiO2 interface, and Lm is the correlation length of the roughness. As a

first assumption, the root mean square of the rough surface ∆m=0.14 nm and its correlation

length Lm=0.7 nm are the same for all the surface types ([100], [110], [111], and [112]).

Due to the rough Si-SiO2 interface all the nanowire slabs are different and it is not possible

to first construct a two-dimensional mesh with triangle elements on each slab and then to

interpolate between the slab meshes to obtain tetrahedra. A full 3D FEM mesh, as projected

in Fig. 7, must be generated to calculate the electrostatic potential V (r). The mesh elements

are finer around the atoms than in the oxide layers, where V (r) varies linearly due to the

absence of charge (the second derivative of V (r) vanishes).

In Fig. 8 (taken from Ref.27), the full-band Id − Vgs (transfer) characteristics at Vds=0.4

V of a [100] (solid line with circles and dotted line) and a [110] (solid and dashed lines)

structure with interface roughness are compared to the results of ideal structures. For the
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simulated realizations of the random Si-SiO2 interface, the [100] drain current Id at Vgs=0.4

V is reduced to about 30% of its ideal value, the [110] drain current at Vgs=0.4 to 65% of

the ideal Id. The drain current in the subthreshold region is seriously deteriorated by the

variation of the nanowire cross section. This is due to a mobility decrease caused by interface

roughness scattering. At the same time, the oxide thickness tox is modulated, leading to a

shift of the threshold voltage Vth, but the swing S remains close to S=60 mV/decade (the

current is only controlled by the barrier height).

However, another random distribution of the interface atoms leads to a different transfer

characteristics. Since the subthreshold swing S is not much affected by the interface rough-

ness, several Id samples can be calculated at a fixed Vgs and the variations of the threshold

voltage Vth are extrapolated from the results. For each channel orientation, 105 different

Si-SiO2 interface realizations are simulated, the mean drain current Ĩd is calculated, and the

variation of Vth is obtained for each sample Id as

∆Vth = S · log10

(
Ĩd/Id

)
. (19)

The histogram distributions of ∆Vth are shown in Fig. 9 (taken from Ref.27) for (a) the [110],

(b) the [100], (c) the [111], and (d) the [112] n-FET nanowires. The standard deviation σ

of ∆Vth is also given for each channel configuration.

To design a circuit, all the involved transistors should have the same characteristics

although they have slightly different structures. Hence the standard deviation of ∆Vth should

be as small as possible. The lowest value of σ is obtained for a channel oriented along the

[110] crystal axis (σ=9.8 [mV]). [100] follows with σ=13.8 [mV], then [112] (σ=16.8 [mV]),

and [111] (σ=24.8 [mV]).

All the Id samples calculated to generate the histograms in Fig. 9 must fulfill current

continuity. This very important property in the simulation of ballistic transistors should not

be altered by interface roughness. To demonstrate its validity, the current Id flowing from

one nanowire slab to the other is reported in Fig. 10 for Vds=0.4 V and for different Vgs.

The current Id(xn) is calculated in a non-ideal [100] nanowire with Eq. (15) by summing all
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the contributions from one slab to the next. Even when a nanowire transistor is composed

of slabs with different shapes and with a different number of atoms, the current is conserved

in our approach.

Finally, Fig. 11 shows how interface roughness affects the electron distribution in a [100]

transistor. Because of the δ-character of the electron density n(r), only the total number of

electrons in each wire slab can be plotted. The number of electrons per slab with interface

roughness depends on three different effects: the electrostatic potential, the confinement

in the y and z directions, and the conduction band edge lowering or increase caused by

the modifications of the slab shapes (gray line in Fig. 11). For example, in slab 27, the

conduction band edge is lowered by the roughness so that more electrons are present in the

non-ideal structure (black solid line) than in the ideal one (black dashed line). In slab 33,

the opposite effect occurs. As a consequence of the conduction band increase, a reduction

of the electron population is observed.

D Source-to-Drain Tunneling

Source-to-drain tunneling is investigated for the n-doped Si triple-gate nanowire transis-

tors depicted in Fig. 3. For that purpose we keep the same dimensions Ls, Ld, Ly, and Lz

as there, but we let the gate length Lg vary from 4 nm to 13 nm. Interface roughness is no

more taken into account. The full-band Id − Vgs characteristics are computed for the [100],

[110], [111], and [112] channel orientations and for Lg=4, 7, 10, and 13 nm. The subthresh-

old swing S is then extracted from these results to determine the scaling limit of nanowire

transistors46. If the physical gate Lg is long, the current will flow above the gate-induced

potential barrier only. However, as the gate length of the transistors decreases, tunneling

from source to drain becomes important for electrons. It increases the subthreshold swing S

and the OFF-current, and therefore degrades the transistor performances. Ideally, S should

be equal to 60 mV/decade at room temperature.

In order to illustrate the behavior of source-to-drain tunneling, the energy- and position-
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resolved drain current is depicted in Figs. 12 for the [110] nanowire with different channel

lengths Lg. Scattering has no significant effect on the subthreshold slope. Hence, it is

not included in the simulation, which conserves the spectral current along the device. The

shorter the gate becomes, the higher the probability that an electron travels from source to

drain through the barrier. This can be seen in the transfer characteristics Id−Vgs in Fig. 13

and in the corresponding subthreshold swing curves in Fig. 14. Values of S are also reported

in Table II, where the ∗ refers to results obtained with the effective mass approximation.

First, the importance of a full-band treatment of the source-to-drain tunneling is appar-

ent. As can be seen in Fig. 12, for short gate lengths the current essentially comes from the

tunneling of electrons through the potential barrier. In this case states situated well below

the conduction band edge start to play a dominant role. Since these states are a mixture of

electron and hole states, their properties can only be accurately reproduced by a FB model.

This is particularly true for the sp3d5s∗ tight-binding model which yields the correct electron

and hole effective mass at the same time14. The results in Table II confirm that the effective

mass approximation yields large errors in the simulated source-to-drain tunneling current.

At Lg=4 nm, the EM subthreshold swing S is 12.6% higher than the FB one for the [100]

wire and 18.6% smaller for the [110] wire.

Surprisingly, the subthreshold swing S is almost the same for the [100] and the [110]

nanowires in the effective mass approximation. This can be explained by the nature of

the subbands that are responsible for the tunneling current. For both the [100] and [110]

configurations, there are two out of the six split valleys with a transport effective mass mx

equal to the transverse mass mt=0.19mo, a confinement mass my=mt and mz=ml=0.92mo

40. These two valleys generate the lowest conduction subbands (because mz=ml) which have

a small tunneling mass (mx=mt).

The study of the FB results shows that source-to-drain tunneling drastically increases the

subthreshold swing S when Lg shrinks to 4 nm. For all the transport directions considered

in this work, S becomes larger than 80 mV/decade. A gate length Lg as short as 7 nm does

not affect too much the transistor performances for a channel along the [100], [111], and
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[112] crystal axis. S remains close to its ideal value of 60 mV/decade.

The highest S at Lg=4nm and Lg=7 nm are obtained for a [110] oriented channel. The

electron effective mass in transport direction, m∗, is responsible for such a behavior. While

a low m∗, as for the [110] orientation, is advantageous for a high ON-current (see Fig. 6), it

limits the gate length scaling by increasing the tunneling probability, the OFF-current, and

the subthreshold swing. On the other side, a large effective mass m∗ in transport direction

restricts source-to-drain tunneling, but does not allow to achieve high ON-current.

IV. IMPLEMENTATION ISSUES

To calculate the transmission through ideal nanowires or to simulate the output charac-

teristics of a nanotransistor, electrons must be injected into the device from all the contacts

and at each possible energy. Typically, 500 energy points are necessary for each Poisson

self-consistent iteration. Therefore, the sparse linear system in Eq. (12) has to be solved

500 times, if the Wave Function formalism is chosen. Since there is no coupling for different

energies, the solutions for all energies can be obtained in parallel. The message passing in-

terface (MPI)47 is called to distribute them on different CPUs. A total of N available CPUs

corresponds to a speed up factor of N . This is the first level of parallelism implemented

in our transport simulator. However, it is not always possible to solve Eq. (12) on a single

machine, if, for example, the size of the matrix (E − H) is too large or if the memory per

processor is too low. In this case a pool of M CPUs is dedicated to one energy point. With

N CPUs, N/M energy points can be treated at the same time. This is the second level

of parallelism. Assuming that T0 is the time necessary to solve a linear system on a single

CPU, M CPUs working on the same system seldom reduce the time T0 to T0/M . Hence,

the speed-up factor of the second level of parallelism is always smaller than N (except for

particular occasions).

At a given energy point the first task consists in calculating the OBCs in order to construct

(E−H). In Section II we stated that our approach is more efficient than the usual methods
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23,24,30,33,34,48,49 classified into three categories. (i) There are approaches which do not work

for nanowire described by the sp3d5s∗ tight-binding model33,48. (ii) There are the methods

based on the solution of a generalized eigenvalue problem (GEVP)23,24,30,49 as in Eq. (6).

(iii) An iterative algorithm34 is used to calculate the OBCs. The transport code, written

in C++, calls Fortran LAPACK50 routines to solve the normal and generalized eigenvalue

problems and to invert or manipulate full matrices.

In Table III, we report the OBCs computational time for the two ideal nanowires depicted

in Fig. 2 (without spin-orbit coupling). The generalized eigenvalue problem, the iterative

procedure (labeled “Sancho-Rubio”), and our EVP method are tested on a 64-bit Sun Fire

X4600 with 8x2.8 GHz Dual Core Opteron processors. The second and the third column

of the table characterize the contact structure (number of layers and of atoms NA). Hence,

the GEVP is of size 2×NA× tb, where tb is the tight-binding order, and full matrices of size

NA× tb have to be inverted in the iterative scheme. The fourth column gives the size of the

normal eigenvalue problem involved in our method. This represents a significant reduction,

shown in the fifth column of the table, in comparison to the size of the original matrix M

NA × tb. In the two last columns of Table III the CPU time (on a single processor) of the

different methods is presented. The benchmarks refer to the calculation of one contact only,

the source or the drain. While the computational burden associated to the approaches based

on eigenvalue problem is energy-independent, the iterative algorithm can be more or less

efficient depending on the injection energy. In any case the method we reviewed in Section

II is about two orders of magnitudes faster than the others. Further comparisons for smaller

structures can be found in Ref.20.

Once the OBCs calculation are obtained, the sparse matrix (E − H) in Eq. (12) is as-

sembled and factorized. This task is either processed directly by sparse linear solvers like

Umfpack 5.0.151, PARDISO52, SuperLUdist 2.053, MUMPS 4.6.354 (all based on a LU fac-

torization), or indirectly by using a recursive Green’s Function (RGF) algorithm35,36. The

packages SuperLUdist 2.0 and MUMPS 4.6.3 are designed for distributed memory computers

using MPI47 to communicate, PARDISO works on shared memory machines, while Umfpack
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5.0.1 and RGF are sequential.

To compare the different methods, Eq. (12) is solved for the [100] Si nanowire in Fig. 2.

Different wire sizes are studied. The length (60 Slabs or 32.6 nm) remains constant, but

the original cross section (2.1 × 2.1 nm2, equivalent to 4a0 × 4a0) is enlarged to reach

5a0 × 5a0 and 6a0 × 6a0. For the latter case the parallel performance and scalability of the

linear solvers are tested. The results are summarized in Table IV. All simulations were

run on a 64-bit Sun Fire X4600 with 8x2.8 GHz Dual Core Opteron processors. Columns

2 to 6 reproduce the time (in seconds) to factorize and solve Eq. (12) with Umfpack 5.0.1,

PARDISO, SuperLUdist 2.0, MUMPS 4.6.3, and RGF, respectively. The seventh column

is the time necessary to obtain the OBCs for one contact with the normal EVP approach.

The size of the sparse matrix (E − H) is found in the last column (spin-orbit coupling not

included).

For the smallest nanowire, Umfpack 5.0.1 and MUMPS 4.6.3 are the fastest solvers, but

PARDISO is efficient, too. The RGF algorithm which requires the inversion of full block

matrices is about 4 times slower than the fastest package. As the nanowire size increases

the performance of Umfpack 5.0.1 decreases. For the 6×6×60 wire, MUMPS 4.6.3 is almost

three time faster than Umfpack 5.0.1, while they have the same speed for the 4×4×60

structure. RGF once again cannot compete with MUMPS 4.6.3 or PARDISO which are

7.27 and 5.84 times more efficient, respectively. The analysis of the parallel scalability

shows that SuperLUdist 2.0 is better than the others. This must be carefully considered

since the factorization and solve time on 2 CPUs is more than two times faster than on a

single CPU. This could originate from the fact that this package was designed for parallel

use only. Despite its good scalability SuperLUdist 2.0 remains about two times slower than

PARDISO and MUMPS 4.6.3, which have similar scalability properties. Hence, the best

packages tested in our transport simulator are PARDISO and MUMPS 4.6.3. The latter

has the advantage to run on both distributed and shared memory machines. On the other

side, the least attractive approach is the recursive Green’s function algorithm. For ballistic

transport, it is less efficient than a LU factorization with adequate sparse solvers. This trend
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could be modified by the inclusion of scattering into the devices.

V. CONCLUSION

In this review, a full-band approach to simulate nanowire transistors at the atomic scale

is presented. The quantum transport solver is based on the semi-empirical sp3d5s3 tight-

binding model. It includes an atomistic description of the device structure, an improved

procedure to calculate open boundary conditions, and different linear solvers working either

with the Wave Function or with the Non-Equilibrium Green’s Function formalism. Charge

and current densities are self-consistently coupled to the calculation of the Poisson equa-

tion. The simulation of aggressively scaled triple-gate nanowire field-effect transistors with

different channel orientations is achieved. We compare the ON-current, the interface rough-

ness sensitivity, the subthreshold swing, and the scalability of transistors whose transport

direction is aligned with the [100], [110], [111], and [112] crystal axis. It is revealed that

some properties, like a low transport effective mass, can be good for certain aspects (ON-

current, interface roughness), but bad for others (source-to-drain tunneling). Despite the

promising results obtained with the current simulator, some physical issues should be further

investigated for future improvements.

In the nanowire structures depicted in Fig. 3, the doping concentration is equally dis-

tributed in the source and drain regions. However, it would be more meaningful to treat

each doping atom individually and to carefully describe them in the transport calculation.

Accurate tight-binding parameters are required for that purpose. This holds likewise for the

SiO2 oxide layers that appear only in the calculation of the electrostatic potential. In this

way, no electron penetration into the oxide is allowed and the surface Si atoms are artificially

passivated. Furthermore, gate leakage currents, which are a performance limiting factor for

very thin oxide layers, cannot be taken into account. As a consequence, the OFF-current of

the transistors is not correctly modeled.

When the nanowire cross sections are small, as in our examples, the surface atoms relax
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from their “equilibrium” position in order to minimize the total energy of the system. This

is particularly true when single atoms are added or removed at the surface. These effects

are not considered in this work, but they are certainly important, especially in the case of

an atomistic description of SiO2.

Scattering mechanisms may play a considerable role in a nanowire transistor, but they

are not treated in this paper, with the exception of interface roughness. This effect can be

directly included in the Hamilton matrix, which is not the case for inelastic interactions such

as electron-optical phonon scattering. This complicated effect must be probably included via

self-energies as described in Ref.35, for example. Furthermore, the use of confined phonons

instead of bulk phonons becomes necessary at the atomic scale.

Our full-band quantum transport simulator has also the capability of treating mechanical

strain55 and other materials than Si or GaAs (Ge, InAs, SiGe, ...). However, it is limited by

the dimension of the nanowire cross section and its inherent computational burden. Each

injection energy requires the solution of two eigenvalue problems for the open boundary

conditions and of one linear system for the transport through the nanowire. These tasks

can be distributed on parallel CPUs, each of them working on a different energy point, but

for large cross sections, due to memory restriction, a group of CPUs has to be dedicated

to one single energy. If a computer cluster with several hundreds of CPUs is available, it

is possible to simulate any transistor structure. On the other hand, as the cross section of

the structure grows, the effective mass approximation becomes more and more accurate and

requires much less computational power. The user will have to determine which method is

the more indicated to his application.
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Channel [100] [110] [111] [112]

n-ION [µA] 4.3 7.7 1.2 2.9

p-ION [µA] 2.3 15.7 10.3 9.2

TABLE I:



47

[100] [100]∗ [110] [110]∗ [111] [112]

Lg=4 nm 88.5 99.7 122.3 99.5 83.2 87.5

Lg=7 nm 65.7 68.9 78.8 68.8 64.7 64.9

Lg=10 nm 61.5 62.8 62.9 62.2 61.0 61.4

Lg=13 nm 60.6 60.5 62.1 60.4 60.4 60.6

TABLE II:
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