Unified bulk mobility model for low- and high-field transport in silicon
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An analytical bulk mobility model for hydrodynamic transport equations is developed from a microscopic level and designed for silicon device simulation. Applying Kohler’s variational method extended to the regime of nonlinear transport yields the general expression for the mobility as function of carrier temperature, lattice temperature, and doping. Assuming a nonparabolic, isotropic band model and a heated Maxwellian allows for the analytical calculation of the collision integrals. A nonelastic approximation for intravalley acoustic-phonon scattering is proposed, which improves the model in the low-temperature range. Intervallley scattering is treated in a one-mode, equipartition approximation. Here, an accurate analytical approach for all carrier temperatures is derived. For impurity scattering the Brooks-Herring theory is used including Fermi statistics and the effect of dispersive screening. The influence of other effects like anisotropic valleys and perturbation of the density of states by heavy doping are discussed quantitatively. Despite the oversimplified band structure, all essential features of the measured mobility in silicon can be reproduced except in the heavy doping range. The adjusted deformation potentials coincide with estimated sums of the corresponding sets used in full-band Monte Carlo simulation. The method has the potential of an extension to the Si–SiO₂ system. © 1996 American Institute of Physics.
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I. INTRODUCTION

The hydrodynamic (HD) transport scheme has become a standard device simulation tool with the capability for describing nonlocal and nonstationary phenomena. Computations compare favorably with those of Monte Carlo (MC) simulations and methods based on a spherical-harmonics (SH) expansion of the Boltzmann transport equation (BTE). Thus, it is suitable also for more sophisticated applications like power-device, multi-device or 3D-device simulations. Using HD results as initial solution for the SH and MC methods is a forthcoming issue.

The HD transport equations contain momentum relaxation times (RTs) as function of carrier temperature (or carrier energy), depending on the particular method of moments. Usually, these quantities are obtained from bulk homogeneous MC simulations. The lack of this procedure is obvious: it is hardly possible to find complete tables or fit functions for the mobility depending on average carrier temperature, lattice temperature and doping. But even then, there remains the problem of the mutual influence caused by lattice temperature profiles (hot spots), impurity density profiles and field peaks met in modern devices. Furthermore, the limitations of present-day MC programs which are calibrated to pure and homogeneous silicon, do not allow to yield reliable mobilities near interfaces and in heavily doped regions, whereas in the HD scheme heuristic models can be used. An alternative way is to calculate the mobility as a function of carrier temperature \( T_e \), lattice temperature \( T_L \), and impurity density \( N_{imp} \) analytically from a microscopic level. If the calibration of parameters using experimental and MC data is done on the same microscopic level (deformation potentials, phonon energies), one can hope that a broad range of conditions can be covered by such a model. It is the particular difficulty in this project to describe the mobility in both high-field regions and heavily doped regions within one model, which is however necessary for the purpose of device simulation. This difficulty arises from the inability to use a realistic band structure model for high energies and a realistic density of states (DOS) for heavily doped silicon. In order to achieve an analytical result, we will restrict ourselves to an isotropic, nonparabolic one-band model. Despite its simplicity, high-field effects like drift-velocity saturation can be obtained correctly adjusting the nonparabolicity parameter. The most demanding problem is to fit the impurity scattering in heavily doped regions: as will be shown, for \( N_{imp} > 10^{19} \) cm\(^{-3} \) the measured mobility can be reproduced only phenomenologically.

The paper is organized as follows: in Section II the analytical model of the electron mobility is derived using Kohler’s variational method for the BTE and assuming a heated Maxwellian for the even part of the distribution function. The scattering mechanisms are listed and the analytical integrations to obtain the partial mobilities are briefly outlined. Intravalley acoustic phonon scattering is treated in a non-elastic approach. Various levels of complexity in describing impurity scattering are discussed. Section III compares the model with experimental data and MC results, and describes the parameter fitting. The essential features of the model, i.e. the dependencies on ambient temperature, carrier temperature and doping are demonstrated. The hole mobility model is derived in Section IV. In Section V we present some simulation results obtained with the new model, and conclusions are given in Section VI.
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II. ANALYTICAL MODEL OF THE ELECTRON MOBILITY

A. Variational method with a heated Maxwellian

The subject of this paper is a bulk mobility model for HD transport equations as they are used for the numerical simulation of silicon devices. No spatial inhomogeneities, as for the channel mobility in MOSFETs, will be considered here. The derivation will be based on a variational method (Köhler’s method) to solve the BTE. In principle, this method allows to treat all scattering mechanisms without the assumptions which are necessary for the application of the relaxation time approximation (RTA). For the bulk case and transients much slower than the inverse total scattering rate we can restrict ourselves to the time- and space-independent BTE

\[
\frac{F}{\hbar} \cdot \nabla_{k} f(k) = \sum_{k'} \left\{ [1 - f(k)] W_{kk'} f(k') - [1 - f(k')] W_{k'k} f(k) \right\}.
\]

Here \( F \) denotes the electric force and \( W_{kk'} \) the total first-order transition probability from a state with momentum \( k' \) into a state with momentum \( k \). For the distribution function \( f(k) \) the so-called “diffusion approximation”\(^7 \) is modified in the following way: \( f(k) \) is split into an even part \( f^{0}(k) \) and an odd part \( f^{1}(k) \), where in contrast to the regime of Ohm’s law \( f^{0}(k) \) is a zeroth order approximation for the non-equilibrium distribution function. We assume that the heated, non-displaced Maxwellian

\[
f^{0}(k) = \frac{n}{N_{e}} \exp \left( - \frac{E_{k}(\alpha E_{k} + 1)}{k_{B}T_{n}} \right)
\]

can represent such an approximation even at high electric fields. In Eq. (2) \( n \) denotes the electron density, \( N_{e} \) the total effective density of band states, \( T_{n} \) the electron temperature, \( \alpha \) the nonparabolicity parameter, and \( E_{k} \) the band dispersion. \( f^{0}(k) \) is even, since \( E_{k} = E_{-k} \). We note that \( f^{0}(k) \) represents the distribution in one valley; the zero- and second-order moments yield

\[
\frac{1}{(2\pi)^{3}} \int d^{3} k f^{0}(k) = \frac{n}{6}, \quad \frac{1}{(2\pi)^{3}} \int \frac{d^{3} k}{2 m_{de}} k^{2} f^{0}(k) = \frac{n}{6} \times \frac{3}{2} k_{B} T_{n}
\]

for the isotropic band structure model which will be introduced below. If the motion of the particles retains its random character also at high \( T_{n} \), the distribution function remains weakly anisotropic in \( k \)-space, and the odd part \( f^{1}(k) \) can be regarded as a “small correction.” This concept seems to be adequate for the various kinds of HD and thermodynamic (TD) transport models, but must be expected to fail in situations where the electron motion becomes streaming. The latter happens, e.g., in deep sub-micron MOSFETs near the drain junction, where the ratio of drift to root-mean square velocity reaches high values. Fig. 1 shows that Eq. (2) approximates well the distribution function from a full-band MC simulation\(^9 \) up to electron temperatures of about 1500 K.

\[\text{FIG. 1. Normalized distribution function } f(E)n_1/n \text{ of electrons in silicon. The solid lines are results of a full-band MC simulation (see Ref. 9), the dashed lines represent the heated Maxwellian Eq. (2) with average carrier temperatures from the MC simulation and } \alpha = 0.5 \text{ eV.}\]

For higher \( T_{n} \) a strong redistribution occurs from low to high carrier energies, which cannot be reflected by the heated Maxwellian. At room temperature, carrier densities larger than \( 10^{19} \text{cm}^{-2} \) require to use degenerate statistics. In the case of a degenerate electron gas the heated Maxwellian has to be replaced by a “heated Fermi distribution”

\[
f^{0}(k) = \left[ \exp \left( \frac{E_{k}(\alpha E_{k} + 1)}{k_{B}T_{n}} - \eta_{n} + 1 \right) \right]^{-1}
\]

with \( \eta_{n} = (E_{F,n} - E_{c})/k_{B}T_{n} \) (\( E_{F,n} \)—quasi Fermi energy, \( E_{c} \)—band edge). In this case, the bulk mobility is fully determined by impurity scattering, hence we will consider the case of degeneracy only there.

The assumption \( f^{1}(k) \ll f^{0}(k) \) allows for a linearization of the BTE in \( f^{1} \)

\[
\frac{F}{\hbar} \cdot \nabla_{k} f^{0}(k) = \sum_{k'} \left( P_{kk'} - P_{k'k} \right)
\]

\[
+ \sum_{k'} \left( \frac{P_{kk'}}{f^{0}(k') + 1} - \frac{P_{k'k}}{1 - f^{0}(k')} \right) f^{1}(k')
\]

\[
-f^{1}(k) \sum_{k'} \left( \frac{P_{k'k}}{f^{0}(k')} + \frac{P_{k'k}}{1 - f^{0}(k')} \right),
\]

where we have introduced the collision operator

\[
P_{kk'} = [1 - f^{0}(k)] f^{0}(k') W_{kk'}.
\]

In thermodynamic equilibrium \( (T_{n} = T_{L}, \ T_{L} \text{—lattice temperature}) \), due to the principle of detailed balance \( P_{kk'} = P_{k'k} \) holds. Here, \( P_{kk'} \) is no longer symmetrical, since \( f^{0}(k) \) represents a state far from equilibrium. However, the symmetry of the collision operator in the BTE is a pre-condition for the variational method. To obtain a symmetrical collision operator we write as usual

\[
f^{1}(k) = - \Phi(k) \frac{\partial f^{0}(k)}{\partial E_{k}}
\]

\[
= \frac{1}{k_{B}T_{n}} \Phi(k) [1 - f^{0}(k)] f^{0}(k),
\]

with \( \Phi(k) = \Phi(k)(1 + 2 \alpha E_{k}) \) and rewrite the BTE by intro-
Reducing symmetrical and antisymmetrical operators $\Pi'_{kk'}$ and $\Pi''_{kk'}$, respectively

$$F \cdot v_g(k) \frac{\partial f^{(0)}}{\partial E_k} - \sum_{k'} (P_{kk'} - P_{k'k'})$$

$$= \frac{1}{2 k_B T_n} \sum_{k'} \left\{ \Pi'_{kk'}(\Phi(k') - \Phi(k)) + \Pi''_{kk'}(\Phi(k') + \Phi(k)) \right\} \tag{9}$$

where $v_g(k)$ denotes the group velocity and

$$\Pi'_{kk'} = (\tilde{P}_{kk'} + \tilde{P}_{k'k'}) - (P_{kk'} - P_{k'k'})[\tilde{f}^{(0)}(k') + \tilde{f}^{(0)}(k)] \tag{10}$$

In (10) $\tilde{f}^{(0)}(k) = f^{(0)}(k)(1 + 2\alpha E_k)$ and $\tilde{P}_{kk'} = P_{kk'}(1 + 2\alpha E_k)$. It is obvious from Eq. (8) that the assumption $f^{(0)}(k) \ll \tilde{f}^{(0)}(k)$ is equivalent to $\Phi(k) \ll k_B T_n$. Therefore, we can neglect both $\Pi''_{kk'}$, and the second term of $\Pi'_{kk'}$, which is negligible in the case of Boltzmann statistics anyway. All these terms are proportional to $\Phi(k)/(2k_B T_n)$ and, therefore, can be neglected as compared to $(P_{kk'} - P_{k'k'})$ on the left-hand side of Eq. (9). The BTE now can be written as operator equation

$$\varphi_1 + \varphi_2 = \Pi \Phi$$

with

$$\varphi_1 = F \cdot v_g(k) \frac{\partial f^{(0)}}{\partial E_k} \tag{12}$$

$$\varphi_2 = \sum_{k'} (P_{kk'} - P_{k'k'}) \tag{13}$$

$$\Pi \Phi = \frac{1}{2 k_B T_n} \sum_{k'} (\tilde{P}_{kk'} + \tilde{P}_{k'k'})[\Phi(k') - \Phi(k)] \tag{14}$$

With the symmetrical collision operator in (11) the variational method is straightforward. Applying the electric field in z-direction and taking into account only the first-order term in the linear combination of $\Phi(k)$ with trial functions $k'_z$; $\Phi(k) = a_0 k_z$, the BTE is transformed into the algebraic equation

$$b_0 = d_{00} a_0$$

with

$$b_0 = (\varphi_1 + \varphi_2, k_z), \quad d_{00} = (k_z, \Pi' k_z), \tag{15}$$

where $(\varphi, \xi)$ denotes the inner product $1/\Omega \Sigma k \varphi(k) \xi(k)$ ($\Omega$-crystal volume). On the other hand, the electron conductivity is defined by

$$\sigma_n = \frac{e j_z}{F_z} = \frac{2e^2}{\Omega F_z} \sum_k f^{(1)}(k)v_{g,z}(k)$$

$$= -\frac{2e^2}{\Omega F_z} \sum_k \Phi(k) \frac{\partial f^{(0)}}{\partial E_k} v_{g,z}(k)$$

$$= -\frac{2e^2}{F_z} (\Phi, \varphi_1). \tag{17}$$

Inserting $\Phi(k) = a_0 k_z$ and using (15)–(16) we obtain

$$\sigma_n = -\frac{2e^2}{F_z d_{00}} [(\varphi_1, k_z)^2 + (\varphi_1, \xi)(\varphi_2, k_z)]. \tag{18}$$

It is easily proven that

$$(\varphi_1, k_z) = -\frac{F_z n}{2h} \tag{19}$$

without any assumptions on the band structure. The second term in Eq. (18) contains the inner product

$$(\varphi_2, k_z) = -\frac{1}{\Omega} \sum_{kk'} (P_{kk'} - P_{k'k'}) k_z$$

$$= -\frac{1}{\Omega} \sum_{kk'} P_{kk'}(k_z - k'_z). \tag{20}$$

All scattering mechanisms discussed in the following section have transition probabilities with the property $P_{kk'} = P_{k-k'}$. Therefore, $(\varphi_2, k_z)$ vanishes.

According to (18) and (19) the mobility is determined by the quantity $d_{00}$ which contains the whole microscopic information. With (14) and (16) it takes the form

$$d_{00} = \frac{1}{4 \Omega k_B T_n} \sum_{kk'} (\tilde{P}_{kk'} + \tilde{P}_{k'k'})(k'_z - k_z)^2$$

$$= -\frac{1}{2 \Omega k_B T_n} \sum_{kk'} \left[ 1 - f^{(0)}(k) \right] f^{(0)}(k) W_{kk'}$$

$$\times (1 + 2\alpha E_k)(k'_z - k_z)^2. \tag{21}$$

The electron mobility follows from (18), (19) and

$$\mu_n = e \mu_n n \tag{22}$$

$\mu_n$ will be a function of the carrier temperature $T_n$ via the heated Maxwellian, a function of the lattice temperature via the phonon occupation numbers, and a function of the doping concentration. To calculate $\mu_n$, we have to choose a model for the band structure and to evaluate the six-fold integral $\Sigma k_{kk'}$ for the relevant scattering mechanisms. In silicon the electrons populate six equivalent valleys. For very small $|k - k^{(v)}_0|$ the iso-energy surface of a valley $v$ is a prolate ellipsoid of revolution with its center located at about $k^{(v)}_0 \approx 0.85 \pi/a$ in [100]-direction ($a$—lattice constant). With rising energy the band dispersion becomes nonparabolic. In first-order $k \cdot p$-theory the nonparabolicity parameter $\alpha$ is independent of direction. Hence one can write

$$E^{(v)}_k(\alpha E_k + 1) = \frac{\hbar^2}{2} [(k - k^{(v)}_0), \hat{m}_{(v)}^{-1}(k - k^{(v)}_0)]. \tag{23}$$

In order to be able to integrate analytically we use the spherical model

$$E_k(\alpha E_k + 1) = \frac{\hbar^2 k^2}{2m_{dv}}, \tag{24}$$

where $m_{dv}$ denotes the DOS effective mass of one valley: $m_{dv} = (m^2_{tx} m^2_{ty})^{1/3}$. Then, the distribution function (2) is the same for all six valleys and summation over initial states
k′ has to include a factor 6 to account for valley multiplicity. The spherical model (24) is in accordance with many HD transport models in silicon device simulation and also with earlier MC programs. On the other hand, there would be no essential improvement taking anisotropy into account, since the effective mass factors are multiplied by the deformation potential constants, the latter being fit parameters of the mobility model. For certain scattering mechanisms, as intravalley elastic ac-phonon scattering, the inverse RT is proportional to the DOS. Then, both (23) and (24) yield the same result. More generally, intravalley ac-phonon and intravalley scattering are randomizing in the sense of Herring and Vogt making the scattering rates dependent on the DOS effective mass.

Ionized impurity scattering is not randomizing; thus we will give the explicit expression of the partial mobility in the Born approximation using ellipsoidal energy surfaces (23). Comparison with the result based on the spherical model (24) will show that the anisotropy effect is at most 20%.

In contrast, nonparabolicity was found to be crucial, e.g., to reproduce drift velocity saturation. In Fig. 2 we compare the nonparabolic DOS model [resulting from Eq. (23)]

\[ D_n(E) = \frac{2}{\sqrt{\pi}} \frac{N_e}{(kT_n)^{3/2}} \sqrt{E} \sqrt{aE + 1} (2\alpha E + 1) \]  

(25)

with the realistic DOS of a pseudopotential calculation. The nonparabolic model with \( \alpha = 0.5/\text{eV} \) is in reasonable agreement with the MC DOS up to \( E = 1 \text{ eV} \).

It is worthwhile to shed some light on what distinguishes the variational method from the more familiar RTA. First of all, the latter is not strictly valid for a number of scattering mechanisms considered here: nonelastic acoustic-phonon scattering, nonpolar optical-phonon scattering (holes), and inter-valley scattering (electrons). If, nevertheless, the RTA is applied to the linearized form of the BTE (1), it follows that

\[ f^{(1)}(k) = -\tau(E_k) \left( \frac{\partial f^{(0)}}{\partial E_k} \right) \mathbf{v}_\delta(k) \cdot \mathbf{F}. \]  

(26)

Inserting into (17) yields after short algebra

\[
\mu_n = \frac{e}{3n} \int dE_k D_n(E_k) \left( -\frac{\partial f^{(0)}}{\partial E_k} \right) \tau_n(E_k)(\hbar^{-1} \nabla_k E_k)^2.
\]  

(27)

which is the well-known result from linear response theory (see Refs. 13, 14, and 15, page 545). For a more direct comparison it is useful to consider the case of elastic ac-scattering, where a RT exists in rigor

\[
\tau_{n,ac}^{-1}(E) = \frac{\pi D_{ac,0}^2 k_B T_c}{\hbar^2 c_i^2} D_n(E)
\]  

(28)

(for symbols see below). After inserting \( \tau_{n,ac} \) into Eq. (27), \( \mu_{n,ac} \) can be calculated exactly and then be compared with the result (44) of the variational method. One finds that the ratio is given by \( \mu_{n,ac}^{\text{Kohler}} = (9\pi/32) \mu_{n,ac}^{\text{RTA}} \) which is the known failure of the Kohler method in first order (\( \Phi(k) = a_0 k_z \)).

For the goal of this work—the derivation of a closed-form expression that combines high- and low-field mobility—the RTA has still another drawback: even if approximate RTs would be used, the reciprocal summation rule to obtain the total RT finally would prevent an analytical integration.

**B. Scattering mechanisms**

1. **Intervally acoustic-phonon scattering**

The transition probability for deformation potential coupling to longitudinal acoustic phonons reads

\[
W_{kl}^{\text{ac}} = \frac{\pi D_{ac,0}^2}{\Omega \rho c_i} \{ f_B(q) \delta(k-q,0) \delta(E_{k'}-E_k-h c_i q) \}
\]

\[
+ \{ f_B(q) + 1 \} \delta(k-q,0) \delta(E_{k'}-E_k-h c_i q) \}
\]

(29)

where \( f_B(q) = (\exp[h c_i q/(k_B T_c)] - 1)^{-1} \) denotes the phonon occupation number (Bose function), \( D_{ac,0} \) is the deformation potential constant, \( \rho \) the mass density, and \( c_i \) the longitudinal sound velocity. The dispersion is taken into account by a linear, isotropic approximation \( E_q = \hbar c_i q \). The contribution of transverse acoustic (TA) modes will be included in the final fit of the coupling constants.

2. **Intervally scattering**

Intervally scattering by optical and acoustic modes will be described neglecting phonon dispersion as well as the indirect, anisotropic band structure. The different contributions of optical and acoustic modes and the different deformation potential constants and phonon energies of \( f \)- and \( g \)-type processes will be lumped into a single effective deformation potential constant \( D_{int,n} \) and a single effective phonon energy \( h \omega_{int,n} \). These parameters will be obtained by a proper root square sum of the various coupling constants used in first-principle MC simulations or by fitting the experimental mobility data. The simplified model for intervally scattering then takes the form

\[
W_{kl}^{\text{int}} = \frac{\pi D_{int,n}^2}{\Omega \rho \omega_{int,n}} \{ f_B \delta(E_{k'}-E_k-h \omega_{int,n}) \}
\]

\[
+ (f_B + 1) \delta(E_{k'}-E_k+h \omega_{int,n}) \}
\]

(30)
with \( f_b = \exp[\hbar \omega_{m,n}(k_BT_L)] - 1 \)^{-1}.

### 3. Impurity scattering

Scattering by ionized impurities will be considered only in Born approximation here. The Brooks-Herring theory, using a screened Coulomb potential, yields

\[
W_{kk'}^\text{imp} = \frac{2\pi N_{\text{imp}}}{\hbar \Omega} \left( \frac{4\pi e^2 Z}{2\varepsilon_i} \right)^2 \left( q^2 + \lambda_q^2 \right)^{-2} \delta(E_k - E_k). \tag{31}
\]

\( N_{\text{imp}} \) denotes the total concentration of ionized dopants, \( Z \) is the charge number, \( \varepsilon_i \) the static dielectric constant, and \( \lambda_q \) the screening length. The latter becomes a function of relative momentum \( q \), if the polarization of the screening cloud is taken into account.\(^{17}\) This effect, as well as those related to the degeneracy of the electron gas, the non-spherical form of the valleys, and the perturbed DOS as result of heavy doping, will be addressed in Section II C 3.

### C. Analytical results for the partial mobilities

According to Eq. (22) the mobility is determined by the quantity \( d_{00} \) defined in Eq. (21). We insert \( W_{kk'} = W_{kk'}^0 + W_{kk'}^\text{imp} \) and use the abbreviation 

\[
(1 + 2\alpha E_k) = \gamma(E_k), \tag{32}
\]

with respect to \( E_k \). Collision integrals with Maxwellian distribution functions were calculated in the early days of semiconductor transport theory, mostly in connection with analytical solutions of the BTE.\(^{7,8,22-25}\) In this section we use the heated-Maxwellian approximation to evaluate the mobility in closed form (as function of lattice temperature, carrier temperature and doping), which goes beyond the calculation of the momentum relaxation time, since it requires additional integrations. Furthermore, nonparabolicity will be fully taken into account.

### 1. Non-elastic approach for intravalley acoustic-phonon scattering

Inserting the transition probability (29) into the expression for \( d_{00} \) Eq. (21) we find

\[
d_{00}^\text{ac} = - \frac{3\pi^2}{8\pi^3} \rho \left( \frac{k_BT}{(2\pi)^3} \right)^3 \int d^3k \, d^3qq^3 \cos^2 \Theta \times \left[ 1 - f^{(0)}(E_{k+q}) \right] f^{(0)}(E_k) \gamma'(E_k) f_b(q) \delta(E_{k+q} - E_k - h\varepsilon_i q) + f_b(q) + 1 \delta(E_{k+q} - E_k + h\varepsilon_i q)), \tag{33}
\]

where \( \Theta \) denotes the angle between vector \( q \) and \( z \)-axis. In the doping range where phonon scattering dominates the mobility, Boltzmann statistics can be applied and the factor \( 1 - f^{(0)} \) can be neglected. All angular integrations can be done exactly. The energy conservation \( \delta \)-function yields upper and lower boundaries for the phonon wave vector \( q \) as a function of electron momentum \( k \). With the new variable

\[ z = \frac{h\varepsilon_i q}{k_BT_L} \]

we obtain

\[
d_{00}^{ac} = - \frac{D_{ac,n}^2 m_{dn}}{8 k_BT_n \hbar^3 c_i} \left( \frac{k_BT_L}{h c_i} \right)^6 \int_0^\infty dk k f^{(0)}(E_k) \times \left[ \int_{\varepsilon_{\text{max}}(k)}^{\varepsilon_{\text{min}}(k)} dz z^4 e^{z^2 - 1} \gamma'(E_k) + 2\alpha z \right] + \left[ \int_{\varepsilon_{\text{min}}(k)}^{\varepsilon_{\text{max}}(k)} dz z^4 e^{z^2 - 1} \gamma'(E_k) - 2\alpha z \right]. \tag{34}
\]

The boundaries are given by

\[
\varepsilon_{\text{min}}(k) = \frac{4E_k}{k_BT_L} \left( 1 - \frac{v_s(k)}{c_i} \right) \Theta \left( 1 - \frac{v_s(k)}{c_i} \right), \tag{35}
\]

\[
\varepsilon_{\text{max}}(k) = \frac{4E_k}{k_BT_L} \left( 1 + \frac{v_s(k)}{c_i} \right), \tag{36}
\]

\[
\varepsilon_{\text{min}}(k) = 0, \tag{37}
\]

\[
\varepsilon_{\text{max}}(k) = \left( 1 - \frac{v_s(k)}{c_i} \right) \Theta \left( \frac{v_s(k)}{c_i} - 1 \right). \tag{38}
\]

where \( v_s(k) = \hbar k/(m_{dn} \gamma'(E_k)) \) is the value of the group velocity, and for the LA-mode

\[
\frac{m_{dn}}{2\pi c_i} = 2.3 \frac{m_{dn}}{m_0} \cdot 10^{-4} \text{ eV.} \tag{39}
\]

If the group velocity is smaller than the sound velocity, the absorbed phonon cannot fall short of a certain value given by (35), and phonon emission is impossible at all due to the step function in (38). As can be seen from the Bose functions in (34), the upper limits are of the order \( z = h c_i 2/k_B T_L \) \( 2k \) is the diameter of the energy sphere. Inserting the value of \( c_i \), this gives at room temperature: \( z_{\text{max}} \approx 1.1 \sqrt{E} \) with \( E \) measured in eV. The equipartition approximation of the Bose distribution \( f_b(z) \approx 1/z, \) \( z \ll 1 \) is therefore well justified, as long as the average electron energy does not exceed 0.2 eV. For an average energy up to 1 eV it is still an useful approximation which enables analytical integration. At even higher energies the validity of various assumptions made so far becomes questionable anyway. With the equipartition approximation the integral (34) turns into

\[
d_{00}^{ac} = - \frac{D_{ac,n}^2 m_{dn}}{12k_BT_n(2\pi)^3} \rho \left( \frac{m_{dn} k_BT_L}{h^4 c_i^2 N_c} \right) \int_0^\infty d^3k \gamma' \delta_{\text{ac},n} \gamma' \times \left[ \kappa_+^\text{ac}(\gamma) \frac{8\alpha}{h c_i^2} \Theta(\gamma - \gamma) \right] - \left[ \kappa_-^\text{ac}(\gamma) \frac{8\alpha}{h c_i^2} \Theta(\gamma_0 - \gamma) \right] \tag{40}
\]

with

\[
\kappa_\pm(\gamma) = \frac{4\gamma_0}{h c_i^2} \gamma' \pm \sqrt{\frac{\gamma}{E_l}}, \tag{41}\]

\[
\gamma_0 = \frac{E_l}{1 - 4\alpha E_l} \approx E_l. \tag{42}\]
The elastic limit $E_{k}\rightarrow 0$, $k_{x}\rightarrow 2k$ enables the last integration to be performed exactly, because

$$I_{ac}(T_{n}) = \frac{1}{(k_{B}T_{n})^{3}} \int_{0}^{\infty} d\gamma e^{-\frac{\gamma}{k_{B}T_{n}}} \gamma^{2}$$

$$= \int_{0}^{\infty} dx e^{-x^{2}(1 + 4\alpha k_{B}T_{n}x)^{2}}$$

$$= 2(1 + 12\tilde{a}). \quad (43)$$

The dimensionless nonparabolicity $\tilde{a} = \alpha k_{B}T_{n}$ will be used in what follows. Thus, we obtain in the elastic approximation

$$d_{00}^{ac,el} = -\frac{4D_{ac,n}^{2}}{(4\pi)^{3/2}} \frac{(2m_{dn})^{3/2} \sqrt{k_{B}T_{n}k_{B}T_{L}}}{\hbar\rho c_{i}^{2}} I_{ac}(T_{n}). \quad (44)$$

The nonelastic case can be solved approximately, making use of the small parameter

$$x_{i} = \frac{E_{k}}{k_{B}T_{n}}. \quad (45)$$

Eq. (39) shows that $x_{i}$ remains small down to very low electron temperatures ($T_{n} \approx 10$ K). We only need the first-order correction here, which is sufficient even for 77 K application:

$$d_{00}^{ac,nonel} = d_{00}^{ac,el} \exp (-x_{i})(1 + \sqrt{8x_{i}\sqrt{1 + 8\tilde{a}}}) \quad (46)$$

Fig. 3 illustrates the nonelastic correction as a function of temperature assuming cold electrons. At room temperature the scattering strength is larger by about 16%, which increases to about 30% at 77 K, as compared to the elastic approximation.

2. Intervalley scattering

With the above mentioned assumptions, i.e., single effective phonon energy $\hbar\omega_{int,n}$ and single effective deformation potential constant of intervalley scattering $D_{int,n}$, and isotropic but nonparabolic valleys, one obtains the following exact expression for $d_{00}^{int}$:

$$d_{00}^{int} = -\frac{D_{int,n}^{2}}{3(4\pi)^{3/2}} \frac{(2m_{dn})^{3/2} \sqrt{k_{B}T_{n}}}{\rho \omega_{int,n}} f_{B}(T_{n},T_{L}). \quad (47)$$

with

$$f_{B}(T_{n},T_{L}) = \int_{0}^{\infty} dx e^{-x^{2}(1 + 4\tilde{a}x + (f_{B} + 1)e^{-2\xi(\sqrt{1 + 4\tilde{a}x} + 2\tilde{a}x)})}$$

$$\times \left( \sqrt{1 + 4\tilde{a}x + 4\tilde{a}\xi} \right) \left( \sqrt{1 + 4\tilde{a}x + 4\tilde{a}\xi} \right)$$

$$\times \left[ 2x + 2\xi(\sqrt{1 + 4\tilde{a}x + 2\tilde{a}\xi}) \right]$$

$$\times \sqrt{x} \left( \sqrt{1 + 4\tilde{a}x + 2\tilde{a}\xi} \right). \quad (48)$$

Here, the characteristic parameter is the dimensionless phonon energy

$$\xi = \frac{\hbar\omega_{int,n}}{2k_{B}T_{n}} \quad (49)$$

If the carrier temperature is high enough that $\xi \ll 1$ holds, collisions are quasi-elastic and (48) turns into its high-temperature limit

$$f_{B}(T_{n},T_{L}) = 2(2f_{B} + 1)I_{ac}(T_{n}). \quad (50)$$

If the carriers are cold, nonparabolicity is of minor importance, and (48) can be evaluated with $\alpha = 0$ (parabolic approximation). This gives

$$f_{B}(T_{n},T_{L}) = 2[2f_{B} + 1]I_{ac}(T_{n}) \quad \xi = \frac{\hbar\omega_{int,n}}{2k_{B}T_{n}} \quad (51)$$

where $K_{2}(\xi)$ denotes the modified Bessel function of second order.24 Obviously, (50) and (51) can be combined to the final analytical form

$$f_{B}(T_{n},T_{L}) = 4(2f_{B} + 1)I_{ac}(T_{n}) \quad \xi = \frac{\hbar\omega_{int,n}}{2k_{B}T_{n}} \quad (52)$$

The error of this approximation is about 3% almost independently of the electron temperature (see Fig. 4). At high carrier temperatures ($\xi \ll 1$) due to

$$\lim_{\xi \to 0} K_{2}(\xi) = 0 \quad (53)$$

this turns into

$$f_{B}(T_{n},T_{L}) = 2(2f_{B} + 1)I_{ac}(T_{n}) \quad \xi = \frac{\hbar\omega_{int,n}}{2k_{B}T_{n}} \quad (54)$$

3. Impurity scattering including dispersive screening

Isotropic valley: We first consider isotropic valleys. Inserting (31) into the expression for $d_{00}$ we obtain

$$d_{00}^{imp} = -\frac{4N_{imp}m_{dn}^{2}}{\hbar^{3} \pi k_{B}T_{n}^{3/2}} \int_{0}^{\infty} d\gamma \gamma^{2} f(0)(\gamma)$$

$$\times \left[ 1 - f(0)(\gamma) \right] \int_{q_{min}}^{q_{max}} dq q^{3} \frac{q^{3}}{(q^{2} + L_{D}^{2} J(q,a))^{2}} \quad (55)$$
with

$$q_{\text{min}} = 0, \quad q_{\text{max}} = 2 \sqrt{\frac{2m_{dn}}{k^2}}. \quad (56)$$

In Eq. (55) $L_D$ denotes the Debye screening length, which in the Thomas-Fermi approximation is calculated by the formula (contribution of holes and ionized impurities to screening neglected here for simplicity)

$$L_D^{-2} = \frac{4\pi e^2 Z}{\epsilon_k k_B T_n} \frac{\partial n}{\partial \eta_n}. \quad (57)$$

The factor $J(q, \alpha)$ accounts for both the dispersive screening and the effect of nonparabolicity on screening. Analytical expressions will be derived below. There it will be shown that $J(q, \alpha)$ is a slowly varying function of $q$ around $\hat{q}$, the momentum for which the $q$-integrand in (55) becomes maximum. This momentum $\hat{q}$ can be determined approximately setting $J(q, \alpha) = J(0,0) = 1$, the limit of $q$-independent screening and parabolic bands. Then,

$$\hat{q} = \sqrt{3}L_D^{-1}. \quad (58)$$

With frozen $J(\hat{q}, \alpha)$ the $q$-integral in (55) is straightforward and we obtain

$$d_{\text{imp}}^{\text{imp}} = - \frac{2N_{\text{imp}} \gamma a_n e^2 Z^2}{h^2 \pi \varepsilon_k} \frac{k_B T_n}{a_n} I_{\text{imp}}(a_n) \quad (59)$$

with

$$I_{\text{imp}}(a_n) = a_n \int_0^\infty dx (1 + 4 \tilde{a} a_n x) f^{(0)}(x) \left[ 1 - f^{(0)}(x) \right] \times \left[ \ln(1 + x) - \frac{x}{1 + x} \right]. \quad (60)$$

The Fermi function $f^{(0)}(x) = \left[ \exp(a_n x - \eta_n) + 1 \right]^{-1}$, and the screening parameter $a_n$

$$a_n = \frac{\hbar^2 L_D^{-2} J(\hat{q}, \alpha)}{8m_{dn} k_B T_n} \quad (61)$$

The integral (60) can be solved exactly in the two cases of nondegenerate and completely degenerate statistics, respectively. In the first case $f^{(0)}(x) \rightarrow \exp(\eta_n - a_n x)$, and

$$I_{\text{imp}}^{d_{\text{imp}}}(a_n) = \frac{n}{N_c} \left[ \frac{1}{2} \frac{n}{a_n} - \frac{\eta_n}{a_n + \eta_n} \right] (1 - 4 \tilde{a} a_n) + 4 \tilde{a} E_1(a_n e^a x), \quad (62)$$

where $E_1$ is the exponential integral function. In the second case $f^{(0)}(x) \rightarrow \Theta(\eta_n - a_n x)$. Assuming still that the DOS is ideal, i.e., Eq. (25) holds, it follows that

$$I_{\text{imp}}^{d_{\text{imp}}}(a_n) = \left[ \ln \left( 1 + \frac{n}{a_n} + \frac{\eta_n}{a_n + \eta_n} \right) (1 + 4 \tilde{a} \eta_n). \quad (63)$$

The assumption of an unperturbed DOS in the heavy doping regime is not well justified as will be shown below. In (60)–(63) the screening parameter $a_n$ and the normalized Fermi level $\eta_n$ are functions of the carrier density. If degenerate statistics has to be applied, Fermi level and density are related by the Fermi integral $F_{1/2}$, again under the assumption of an unperturbed DOS. With a model for the perturbed DOS the $\eta_n(n)$-relation becomes extremely complicated, since the screening length itself is the parameter of the DOS model.

For the moment we assume an ideal DOS given by Eq. (25) over the entire doping range. For the purpose of device simulation an analytical $\eta_n(n)$-relation is desirable to enable fast computation of the screening parameter and the scattering integrals $I_{\text{imp}}$. It is important to note that due to the choice of the distribution function $f^{(0)}(k)$ Eq. (5) the electron density is indeed given by the usual Fermi integral $(n = N_c F_{1/2})$ and not by its nonparabolic modification $(n = N_c J_{1/2})$, discussed, e.g., in Ref. 16. This can be easily proven evaluating the zeroth moment of $f^{(0)}(k)$. The screening length is determined by the Fermi integral $F_{-1/2}$. We adopt the approximation given in Ref. 25 (corrected for typographical errors and slightly improved in accuracy)

$$\frac{\partial n}{\partial \eta_n} \approx \frac{\Theta \left( 5.97455 - \frac{n}{N_c} \right) n}{1 + 0.3536 \frac{n}{N_c} - 0.0099 \left( \frac{n}{N_c} \right)^2 + 0.000375 \left( \frac{n}{N_c} \right)^3} + \frac{1.5 \Theta \left( \frac{n}{N_c} - 5.97455 \right) N_c \left( \frac{n}{N_c} \right)^{1/3}}{1.209 + 0.6803 \left( \frac{n}{N_c} \right)^{0.65} + 2.55 \left( \frac{n}{N_c} \right)^{-0.65}}. \quad (64)$$

The Fermi level $\eta_n$ is determined by the inverse function of the Fermi integral. The approximation analogous to (64) reads

$$\eta_n \approx \left[ 5.97455 - \frac{n}{N_c} \right] n$$

The diagram shows the intervalley scattering strength as a function of carrier temperature. The solid line represents the numerical integral (48), and the dashed line represents the analytical approximation (52).
where the index $j$ equals either $l$ (longitudinal) or $t$ (transverse) and $I^{\text{imp}}_{\text{imp}}$ is a function of $\tau$. The mass $\mu_j(\tau)$ is defined by

$$\mu_j(\tau) = \tau^2(m_1-m_j) + m_j,$$

and

$$\mu_{l,t}(\tau) = -\frac{1}{2} \left[ \tau^2(m_1-m_t) - (m_1+m_l) \right].$$

For clarity we rewrite (66):

$$d_{00,j}^{\text{imp}} = -\frac{N_{\text{imp}} m_{dn}^2 e^4 Z^2}{\hbar^3 \pi \epsilon_s^2} \frac{m_l}{2(m_1-m_j)^{3/2}}$$

$$\times \int_{m_{dn/m_1}}^{m_{dn/m_1}} dy \sqrt{m_{dn}/y - m_{\text{imp}}(ya_{n})},$$

and

$$d_{00,j}^{\text{imp}} = -\frac{N_{\text{imp}} m_{dn}^2 e^4 Z^2}{\hbar^3 \pi \epsilon_s^2} \left(\frac{\sqrt{2} m_l}{m_{l_1}}\right)^{3/2}$$

$$\times \int_{2m_{dn/(m_1+m_l)}}^{m_{dn/(m_1+m_l)}} dy \sqrt{(m_1+m_l)/2 - m_{dn}/y} I_{\text{imp}}(ya_{n}).$$

In Fig. 5 we compare the calculated mobility curves as function of the concentration of ionized impurities (assuming neutrality, i.e., $n = N_{\text{imp}}$) against experimental data. The effect of dispersive screening was not included, and the DOS was assumed to be ideal even at the highest densities. The theoretical mobility comes out too large for all doping levels, and exhibits a particularly strong deviation in the range $10^{19}$ cm$^{-3}$ to $10^{20}$ cm$^{-3}$. Furthermore, calculating the screening parameter with Boltzmann statistics yields completely unphysical results (i.e., an increase in $\mu$ with doping) for carrier densities beyond $10^{19}$ cm$^{-3}$. Fortunately, if $I^{\text{imp}}_{\text{imp}}$ with the correct screening is used, the result differs only little from the exact one obtained by evaluating the integral $I^{\text{imp}}_{\text{imp}}$ Eq. (60) numerically. This is illustrated in Fig. 6.

Anisotropic Valley: The influence of the ellipsoidal energy surface on the partial mobility $\mu_{\text{imp}} = -enl/(2\hbar^2 d_{00}^{\text{imp}})$ will be studied for the two valleys along [001]- and [100]-direction, respectively. The rotational axes of these valleys are parallel and orthogonal to the applied electric field ($z$-direction), respectively. In the first case we can still take advantage of the cylindrical symmetry and carry out the polar $q$-integration exactly, whereas in the latter case the approximation $\sin^2 \varphi = \cos^2 \varphi = 1/2$ must be used. The result is

$$d_{00,j}^{\text{imp}} = -\frac{N_{\text{imp}} m_{dn}^2 e^4 Z^2}{\hbar^3 \pi \epsilon_s^2} \int_0^1 d\tau \tau^2 \frac{m_l m_{dn}}{\mu_j(\tau)^2} a_{n} \frac{m_{dn}}{\mu_j(\tau)} I_{\text{imp}}(\tau),$$

where

$$\eta_n = \Theta \left( 5.97455 - \frac{n}{N_c} \right) \ln \left( \frac{n}{N_c} \right) + 0.3536 \left( \frac{n}{N_c} \right)$$

$$- 0.00459 \left( \frac{n}{N_c} \right)^2 + 0.000125 \left( \frac{n}{N_c} \right)^{3/2}$$

$$+ \Theta \left( \frac{n}{N_c} - 5.97455 \right) \left[ 1.209 \frac{n}{N_c}^{2/3} - 0.6803 \frac{n}{N_c}^{-2/3} \right].$$

FIG. 6. Mobility calculated with $I^{\text{imp}}_{\text{imp}}$ Eq. (62) (solid line) and the numerical integral Eq. (60) (dashed line). Parameters: $T_a = T_L = 300$ K, $\alpha = 0.5$ eV.
From (66)–(70) it turns out that the isotropic scattering integral is averaged over the effective mass in the screening length with an anisotropic weight function. For the two longitudinal valleys the mass varies between the extremes \( m_l \) and \( m_t \), whereas for the four transverse valleys the variation is between the mean value \((m_l+m_t)/2\) and \( m_t \). There is no analytical approach for the integrals in (69) and (70). In Fig. 7 the numerical evaluation is shown in terms of the ratio between the scattering strengths in ellipsoidal and spherical valleys. When anisotropy is taken into account, the scattering strength increases in the longitudinal valleys, whereas it decreases in the transverse valleys. This can be understood from the weight functions in Eqs. (69) and (70): in the longitudinal valley the “integral” effective mass is larger than the DOS mass, which makes screening less efficient. At the same time, the “integral” DOS prefactor increases. The opposite holds for the transverse valleys. The total mobility is determined by the average \((d_{00l}^{\text{mp}}+2d_{00l}^{\text{mp}})/3\). Compared to the isotropic case, this average is smaller by about 15% in the low doping range. Thus, all six valleys together yield a rather small anisotropy effect. Decreasing carrier temperature and rising doping level intensify the effect as shown in Fig. 7. We note that the above results are in qualitative agreement with those of Refs. 27, 28 where the momentum relaxation time in the diffusion approximation and in the regime of Ohm’s law was calculated including anisotropic scattering by ionized impurities.

**Dispersive Screening:** The correct description of screening is crucial, if one aims at a good agreement between the calculated and measured mobilities in the range of moderate and heavy doping. We use the model distribution function (5) in order to derive an analytical expression for the factor \( J(q, \alpha) \) which appears in Eq. (61) for the screening parameter. This extends the treatment given by Takimoto17 to Fermi statistics and nonparabolic bands. Our starting point is the dielectric function in the random phase approximation (RPA) (see e.g., Ref. 29, p.158) restricted to the lowest conduction band

\[
\epsilon(q) = 1 - \frac{e^2}{q^2 \pi \epsilon_s} \int \frac{d^3k}{\sqrt{\gamma}} f^{(0)}(k) \left( \frac{1}{E_k - E_{k-q}} - \frac{1}{E_{k+q} - E_k} \right). 
\]  

(71)

First, we consider non-degenerate statistics. Inserting the heated Maxwellian (2) into Eq. (71) gives:

\[
\epsilon(q) = 1 + \frac{\tilde{\alpha}}{L_D q^2} \frac{1}{\sqrt{7} \pi} \int_0^\infty dx x e^{-x^2} \int_{-4x}^{4x} dz \frac{1}{\sqrt{1+4\tilde{\alpha}x^2}} \frac{1}{\sqrt{1+4\tilde{\alpha}(x^2+4\xi^2)}} - 4\tilde{\alpha} \xi
\]

\[
\times \left( \frac{1}{\sqrt{1+4\tilde{\alpha}x^2}} - \frac{1}{\sqrt{1+4\tilde{\alpha}(x^2+4\xi^2)}} + \frac{4\tilde{\alpha} \xi}{\sqrt{1+4\tilde{\alpha}(x^2+4\xi^2)}} \right),
\]

(72)

with

\[
\xi = \xi(q) = \frac{\hbar q}{\sqrt{8 m_{\text{eff}} k_B T_n}}.
\]

(73)

The integral in \( z \) can be solved exactly. As in the case of parabolic bands17 it remains one integration which cannot be performed analytically:

\[
\epsilon(q) = 1 + \frac{1}{q^2 L_D^2} J(\xi, \tilde{\alpha}),
\]

(74)

where

\[
J(\xi, \tilde{\alpha}) = \frac{1}{\sqrt{\pi \xi}} \int_0^\infty dx x e^{-x^2} \left( \frac{1+4\tilde{\alpha}(x+2\xi)^2}{\sqrt{1+4\tilde{\alpha}(x+2\xi)^2}} - \frac{\sqrt{1+4\tilde{\alpha}(x-2\xi)^2} + \sqrt{1+4\tilde{\alpha}x^2} \ln \left( \sqrt{1+4\tilde{\alpha}(x+2\xi)^2} - \sqrt{1+4\tilde{\alpha}(x-2\xi)^2} \right)}{\sqrt{1+4\tilde{\alpha}(x-2\xi)^2} - \sqrt{1+4\tilde{\alpha}x^2}} \right).
\]

(75)
In order to avoid the numerical evaluation of $J(\xi, \tilde{\alpha})$ we look for an analytical interpolation between the limits $\xi \to 0$ and $\xi \to \infty$. In the first case one obtains

$$J(0, \tilde{\alpha}) = \frac{2}{\sqrt{\pi}} \int_0^{\infty} dx e^{-x^2} \left( 1 + 8 \tilde{\alpha} x^2 \right) \frac{1}{\sqrt{1 + 4 \tilde{\alpha} x^2}} \approx \sqrt{1 + 6 \tilde{\alpha} - 2 \tilde{\alpha}^2}.$$  \hspace{1cm} (76)

The last approximation is satisfactory up to electron temperatures of $T_n \approx 10^4$ K. In the second case one obtains

$$J(\infty, \tilde{\alpha}) = \frac{\sqrt{\tilde{\alpha}}}{\xi} + \frac{1}{\sqrt{\pi} \xi^2} \int_0^{\infty} dx x^2 e^{-x^2} \sqrt{1 + 4 \tilde{\alpha} x^2} \approx \sqrt{\tilde{\alpha}} + \sqrt{1 + 4 \tilde{\alpha} \xi^2} \left( \tilde{\alpha} \neq 0 \right).$$  \hspace{1cm} (77)

A good fit to $J(\xi, \tilde{\alpha})$ for all $\xi$ and $\tilde{\alpha}$ is provided by the expression

$$J(\xi, \tilde{\alpha}) \approx J(0, \tilde{\alpha}) \left( \frac{1 + 2 \xi}{3} \right)^{-1} \left[ 1 + \frac{1}{2} J(0, \tilde{\alpha}) \right]^{-1}.$$  \hspace{1cm} (78)

Fig. 8 compares this approximation with the numerical integral (75) for different carrier temperatures. With rising $T_n$ the $J(q, \tilde{\alpha})$-factor increases at each $q$, indicating that screening is enhanced as the electrons become more energetic.

The main contributions to the mobility come from $q$-values of the order of $L_D^{-1}$ [see Eq. (58)]. Therefore, the dominant wave numbers increase with rising carrier density. From a certain density ($\approx 10^{18}$ cm$^{-3}$) on, the screening parameter is reduced and the mobility drops. Since densities beyond $10^{19}$ cm$^{-3}$ require Fermi statistics, we still need the expression of $J(\xi, \tilde{\alpha})$ for this case. It can be shown that (78) may be used in this case as well, the only difference being that $J(0, \tilde{\alpha})$ has to be replaced by

$$J(0, \tilde{\alpha}, \gamma_n) \approx \left( \frac{F_{-1/2}(\eta_n)}{F_{1/2}(\eta_n)} + 6 \tilde{\alpha} - 2 \tilde{\alpha}^2 \frac{F_{3/2}(\eta_n)}{F_{1/2}(\eta_n)} \right)^{1/2}.$$  \hspace{1cm} (79)

The effect of dispersive screening on the mobility is illustrated in Fig. 9. It causes a drop in the mobility for densities greater than about $10^{18}$ cm$^{-3}$. If $I_{imp}^{\text{nod}}$ Eq. (62) is used, the mobility becomes too low and the error in the range $n > 10^{20}$ cm$^{-3}$ increases (dashed curve). With the numerical integral of Eq. (60) (solid curve), the fit improves.

**Effect of Perturbed DOS:** If the doping concentration exceeds a certain level, the silicon DOS changes near the band edge of majority carriers. We adopt the models proposed by Kane$^{30}$ and Morgan$^{31}$ for the tail states and the impurity bands, respectively, to study the effect of a perturbed DOS on mobility. It turns out that—again—the largest effect is on the screening parameter, whereas the scattering integral $I_{imp}$ remains almost unchanged, except for very low temperatures and extremely high doping ($N_{imp} > 10^{20}$ cm$^{-3}$). Energy levels of the order $\sim k_B T_n$ measured from the unperturbed DOS edge, which yield the major contribution to the mobility, are still well separated from the impurity band for concentrations $N_{imp} < N_c$. As $N_{imp}$ increases further, the DOS near the original DOS edge becomes completely extrinsic and the results will depend solely on the DOS model and its parameters. A quantitative analysis of the mobility in the ultra-heavy doping range is further complicated by the breakdown of the Born approximation and possible clustering of impurity atoms.

The DOS effect on the screening length is more pronounced, since $\sigma_n = \partial \partial_n \eta_n$ is sensitive to the shape of the DOS edge when the Fermi level approaches it. We use the envelope of Kane’s tail state model and Morgan’s impurity band model (see Ref. 32 and references therein), and evaluate the electron density by

$$n = \int_{-E_{F}^2}^\infty dE f(E) \text{max}[D_{c}(E), D_{ib}(E)].$$  \hspace{1cm} (80)

with the conduction band DOS model $D_{c}(E)$ including tail states, and the impurity band DOS model $D_{ib}(E)$ described by

$$D_{c}(E) = \frac{2N_{c}}{\sqrt{\pi} k_B T_n} \left( \frac{E - E_c}{\sigma_{cv}} \right) \text{exp} \left( \frac{E - E_c}{\sigma_{cv}} \right).$$  \hspace{1cm} (81)

$$D_{ib}(E) = \frac{2N_{D}^{+}}{\sqrt{\pi} \sigma_{DA}} \text{exp} \left( \frac{E - E_{D}}{\sigma_{DA}} \right).$$  \hspace{1cm} (82)

In these models the standard deviations have the form

$$\sigma_{cv} = \frac{q^2}{\sqrt{4 \pi e_{s}}} \sqrt{(N_{D}^{+} + N_{A}^{+}) \lambda} \text{exp} \left( -\frac{a}{2\lambda} \right),$$  \hspace{1cm} (83)

$$\sigma_{DA} = 1.0344 \sigma_{cv} \text{exp} \left( -\frac{1}{\sqrt{11.3206 \pi (N_{D}^{+} + N_{A}^{+}) \lambda} \lambda} \right).$$  \hspace{1cm} (84)

The function $Y$ is defined by

$$Y(x) = \frac{1}{\sqrt{\pi}} \int_{-\infty}^{x} du e^{-u^2} \sqrt{\lambda - u},$$  \hspace{1cm} (85)

$a$ denotes the lattice constant and $\lambda$ the screening length. The screening length is a function of the DOS, hence Eqs. (81) and (82) represent a problem to be solved self-consistently. Here we restrict ourselves to the zeroth order solution with $\lambda = L_D$ and $L_D$ calculated with the ideal DOS (25). The shape of the total DOS is sensitive to the dependence of the binding energy $E_D$ of the donor electron on the doping concentration. This dependence primarily determines the screening parameter $a_n$ in the heavy doping range. Following Refs. 33 and 34 we assume that

$$E_D(N_{D}^{+}) = E_D(0) - 3.1 \times 10^{-8} (N_{D}^{+})^{1/3}.$$  \hspace{1cm} (86)

The resulting DOS is illustrated in Fig. 10. The effect of the perturbed DOS on the mobility is illustrated in Fig. 11. If the model (81)–(86) is applied only to the screening parameter $a_n$, the mobility increases in the heavy doping range $N_{imp} > 10^{20}$ cm$^{-3}$ (solid curve). A further strong increase of the mobility for densities larger than $10^{19}$ cm$^{-3}$ results, if the scattering integral (60) is evaluated numerically, with the model (81)–(86) also applied to the DOS factor in $I_{imp}$ (dotted curve).
The mobility edge which separates localized electronic states below from extended states above (see Ref. 15, page 932), was assumed to coincide with the former band edge. Since the DOS becomes extrinsic near the band edge for \( N_{imp} \approx 10^{12} \text{ cm}^{-3} \), the Fermi level at a given carrier density is lower than in the case of an ideal DOS. As a consequence, the contribution from the distribution function to the scattering integral (60) decreases, and the mobility increases. This is partly compensated by the growing scattering strength due to the DOS factor in \( I_{imp} \). The combined action of these two effects yields the shoulder in the mobility curve around \( N_{imp} \approx 10^{20} \text{ cm}^{-3} \). A similar shoulder appears in the experimental data. The subsequent drop ("second drop") of the mobility is sometimes attributed to clustering of impurity atoms.\(^{35}\)

The major conclusion of this paragraph is that the real DOS has a strong impact on the mobility of silicon for doping concentrations larger than \( 10^{19} \text{ cm}^{-3} \). Theoretical results depend on the model assumptions and the computation time strongly increases. The latter fact makes the inclusion of real-DOS effects in device simulation codes impractical.

### III. PARAMETER FIT AND COMPARISON WITH EXPERIMENTAL DATA

#### A. Fit procedure

The final form of the mobility model is:

\[
\mu_n(T_L, T_n, N_{imp}) = \frac{\mu_n^{(0)}(T_L)}{f_{ac}(T_L, T_n) + f_{int}(T_L, T_n) + f_{imp}(T_L, T_n, N_{imp})},
\]

with a "scaling" mobility

\[
\mu_n^{(0)}(T_L) = \frac{9 e h}{m_d k_B T_L} = 457.2 \left( \frac{300}{T_L} \right)^{1/2} \frac{m_0}{m_d} \text{ cm}^2 \text{ V}^{-1} \text{ s}^{-1}.
\]

#### FIG. 8. Comparison of the analytical approximation for \( J(q, \alpha) \) given by Eq. (78) (dashed curves) and the numerical integral Eq. (75) (solid curves) for three different carrier temperatures. Parameters: \( T_L = 300 \text{ K}, \alpha = 0.5/eV \).

#### FIG. 9. Effect of dispersive screening on the mobility. Dotted curve: without dispersive screening and with \( I_{imp}^{eff} \) [Eq. (62)]; dashed curve: with dispersive screening and \( I_{imp}^{eff} \) [Eq. (62)]; solid curve: with dispersive screening and the numerical integral (60); filled circles: experimental data (see Ref. 26). Parameters: \( T_L = T_n = 300 \text{ K}, \alpha = 0.5/eV \).

#### FIG. 10. Calculated total DOS according to (81), (82), and (86) for donors with \( E_F(0) = 0.045 \text{ eV} \).

#### FIG. 11. Effect of perturbed DOS on the mobility calculated with dispersive screening. Dashed curve: with ideal DOS and \( I_{imp}^{eff} \) [Eq. (62)]; solid curve: only screening parameter calculated with perturbed-DOS model (81)–(86), scattering integral \( I_{imp}^{eff} \) [Eq. (62)]; dot-dashed curve: full numerical integration with perturbed-DOS model (81)–(86) including self-consistent calculation of the Fermi level and introducing the DOS model for the density of states in the scattering integral \( I_{imp}^{eff} \); filled circles: experimental data (see Ref. 26). Parameters: \( T_L = T_n = 300 \text{ K}, \alpha = 0.5/eV, \lambda = L_Q, E_F = 0.045 \text{ eV} \).
which happens to give the right order of magnitude (1357 cm²/Vs at room temperature). Recalling Eqs. (22), (43), (44), (46), (47), (52), (59), (61), and (62), the terms in the denominator can be expressed as

\[
f_{ac} = \frac{48m_{dn}^{5/2}}{(2\pi)^{3/2}\hbar^3} \frac{1+12\tilde{a}}{\rho\sqrt{k_BT_n}} \sum_{j=LA,T A} D_j^2 x_j e^{-x_j} \times (1+\sqrt{8x_j\sqrt{1+8\tilde{a}}})
\]

\[
= 3.53 \times 10^{-4} \left( \frac{m_{dn}}{m_0} \right)^{5/2} \sqrt{\frac{300}{T_n}} \sum_{j=LA,T A} \frac{D_j^2}{x_j} e^{-x_j} \times (1+\sqrt{8x_j\sqrt{1+8\tilde{a}}})
\]

\[
= 1.34 \times 10^{-19} \frac{24}{(4\pi)^{3/2}} \frac{2m_{dn}}{\hbar^2} \frac{3/2}{k_BT_L} \frac{\hbar D_{int,n}^2}{m_0} \sum_{j=1}^{3/2} \left( \frac{300}{T_L} \right) \times (1+\sqrt{8x_j\sqrt{1+8\tilde{a}}} \sinh^{-1}(\tilde{\xi}) \tilde{\xi}^2 K_2(\tilde{\xi})
\]

where

\[
x_j = \frac{m_{dn}c_j^2}{2k_BT_n}, \quad \tilde{\xi} = \frac{\hbar \omega_{int,n}}{2k_BT_n}, \quad \tilde{a} = a_kBT_n.
\]

The following parameters are regarded as given quantities: the nonparabolicity \(\alpha=0.5/eV\), the mass density \(\rho=2.329\ g/cm^3\), the charge number \(Z=1\), the static dielectric constant \(\epsilon_s=11.7\), and the DOS effective mass \(m_{dn}=[m_i^3(T_L)m_i]^{1/3}\) with \(m_i=0.9163 m_0\). The transverse effective mass \(m_j\) is a function of lattice temperature. We adopt the relation given in Ref. 36

\[
m_j(T_L)=0.1905 m_0 \frac{1.206}{1.206-2.73 \times 10^{-4} T_L}.
\]

Intravalley acoustic phonon scattering was generalized to both the LA branch and the degenerate TA branch: the sound velocities are \(c_{LA}=9.04 \times 10^5\ cm/s\) and \(c_{TA}=6.22 \times 10^5\ cm/s\), respectively.

The corresponding deformation potentials \(D_{LA}\) and \(D_{TA}\) have to be specified. For intervalley scattering the effective deformation potential constant \(D_{int,n}\) and the effective phonon energy \(\hbar \omega_{int,n}\) are needed. Furthermore, we allow for a scaling factor in \(f_{imp}\) to improve the fit where the mobility is dominated by impurity scattering. Together these are five fit parameters, which have been determined by comparison with first-principle MC results\textsuperscript{37} and experimental data. The fit procedure is as follows: first, the acoustic deformation potentials \(D_{LA}\) and \(D_{TA}\) are fixed to the values based on empirical-pseudopotential calculations and properly adjusted in the MC code of Ref. 37: \(D_{LA}=5.49\ eV\), \(D_{TA}=2.58\ eV\). Second, \(D_{int,n}\) is estimated by a root square sum over all individual intervalley deformation potentials used in Ref. 9. Then, \(\hbar \omega_{int,n}\) is adjusted to reproduce the value of the lattice mobility at room temperature. As will be shown below, both the experimentally observed dependence of the mobility on a broad range of lattice temperatures and the saturation of drift velocity (dependence on carrier temperature) are recovered. Finally, the scaling factor in \(f_{imp}\) is found for a reasonable fit of the mobility as a function of doping concentration.

### B. Dependence on ambient temperature

The lattice mobility at room temperature\textsuperscript{26} is reproduced with \(D_{int,n}=6.68 \times 10^8\ eV/cm\) and \(\hbar \omega_{int,n}=0.0454\ eV\). The effective deformation potential constant was calculated by the root square sum

\[
D_{int,n}=\sqrt{\sum_i D_i^2},
\]

with all X-X-valley f- and g-type and X-L-valley deformation potentials \(D_i\) from Ref. 9. The value of \(\hbar \omega_{int,n}\) is considerably smaller than the LO-phonon energy, which is caused by the contribution of acoustic modes. It should be noted that (97) is appropriate for the calculation of energy RIs, in the case of mobility a weighted sum including phonon energies and phonon occupation numbers would be more suitable. However, it turns out that there are many combina-

FIG. 12. Electron mobility as a function of lattice temperature (thermalyzed carriers assumed). Solid line: model of the present paper; dashed lines: contributions of acoustic phonon intravalley (ac) and intervalley scattering (int), resp.; circles: the power law of Ref. 41; diamonds: exp. data of Ref. 28; squares: exp. data of Ref. 38; ×: exp. point of Ref. 39; triangle: exp. point of Ref. 40.
with the choice of \( /H6036/H9275\) \(R_{9262}\) Refs. 28, 38–40 and the power law \(/H20849\) \(/H20849\) FIG. 14. tions of the couple of parameters \(D_{\text{int,n}}, \hbar \omega_{\text{int,n}}\) all giving a good fit of \(\mu_n(T_L,T_n)\) over a broad range of temperatures. With the choice of \(\hbar \omega_{\text{int,n}}\), the lattice-mobility curve is “pinned” to the correct room-temperature value with only little influence on the shape of \(\mu_n(T_L,T_n)\).

Figure 12 shows \(\mu_n(T_L)\) in the range 20 K–500 K (solid line) compared with data points given in Refs. 28, 38–40 and the power law \(\mu_n(T_L) = 1417 (T_L/300)^{-2.42.41}\) Experimental results in the low-temperature range were obtained making corrections for impurity scattering, which partially accounts for the considerable dispersion in the measurements. Our model fits well the results of Ref. 28 over the entire temperature range.

Also shown are the individual contributions of intra- and intervalley scattering (dashed lines), respectively. Intravalley acoustic phonon scattering dominates up to 150 K, whereas comparable contributions are found in the range 200 K–500 K.

C. Dependence on carrier temperature, velocity saturation

Fig. 13 illustrates the dependence of the mobility on carrier temperature at \(T_L=300\) K and the individual contributions of acoustic phonon intravalley (ac) and intervalley scattering (int), respectively.

Since hot-carrier mobility data only exist as function of the applied electric field, we need the dependence of carrier temperature on field strength \(T_n(F)\). In order to obtain this relation we ran bulk MC simulations with SIMC2\(^9\) and VEGAS.\(^{37,38}\) Furthermore, we applied the analytical formula

\[
T_n(F) = T_L + \frac{2e}{3k_B} \tau_{E,n} \mu_n(F) F^2,
\]

where \(\tau_{E,n}\) denotes the energy RT of electrons and \(\mu_n(F)\) the heuristic high-field mobility model given by Canali et al.\(^{42}\) Eq. (98) is the solution of the homogeneous Boltzmann equation in the RTA. The simulated average electron temperatures were then used in the mobility model to compare drift velocity saturation with data from Canali et al.\(^{42}\) The intervalley scattering parameters \(D_{\text{int,n}} = 6.68 \times 10^8\) eV/cm and \(\hbar \omega_{\text{int,n}} = 0.0454\) eV were kept unchanged. Fig. 14 shows the calculated drift velocities. The model reproduces the saturation effect within the uncertainty caused by the \(T_n(F)\)-relation. The latter differs between the two MC codes owing to the different band structure models, deformation potential constants, and impact ionization rates. We note that a “perfect fit” could be obtained using Eq. (98) with an adjusted \(\tau_{E,n}\) and slightly decreasing the nonparabolicity parameter \(\alpha\).

D. Doping dependence

To improve the fit in the low and intermediate doping range a scaling factor in front of the scattering integral \(I_{\text{imp}}\) is sufficient. The reason for the calculated electron mobility being systematically larger compared to the experimental data in that range is not clear. This discrepancy was also
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**FIG. 13.** Electron mobility as a function of carrier temperature at \(T_L=300\) K (solid line), and individual contributions of acoustic phonon intravalley (ac) and intervalley scattering (int), respectively.

![Figure 14](image2.png)

**FIG. 14.** (a) Average carrier temperature vs electric field from simulations with the MC programs (see Ref. 9) (dashed curve) and (see Ref. 37) (solid curve), and from the analytical relation (98) (dotted curve) with \(\tau_{E,n} = 0.6\) ps. (b) Electron drift velocity vs electric field with the \(T_n(F)\)-relations calculated from (see Ref. 9) (dashed curve) and (see Ref. 37) (solid curve), and from the analytical relation (98) (dotted curve) with \(\tau_{E,n} = 0.6\) ps. Filled circles: experimental data by Canali et al. (see Ref. 42).
observed in MC simulations including impurity scattering.\textsuperscript{43,44} Partial wave phase-shift analysis by several authors\textsuperscript{43,45,46} indicated that the drop of the majority carrier mobility is only minor up to $N_{\text{imp}} = 10^{18}$ cm$^{-3}$. Bennett and Lowney\textsuperscript{47} even found that the Born scattering rate is greater than the phase-shift scattering rate for donor densities less than $2 \times 10^{18}$ cm$^{-3}$. On the other hand, it was shown that including the second order perturbation term yields a remarkable drop of the mobility even for the lowest doping concentrations.\textsuperscript{44} Bennett and Lowney\textsuperscript{47} also introduced a scaling factor for the screened Coulomb potential to account for the non-point-ion nature of the electron-donor interaction. They adjusted this factor to yield the measured ground-state binding energy which differs from the result of the hydrogen model when central-cell corrections and valley coupling are neglected. However, it remains open to which extent such a factor can be applied to the continuum states.

In the present model based on the Brooks-Herring theory a constant scaling factor of about 2.2 yields a good agreement with the experimental findings of Masetti et al.\textsuperscript{26} up to $10^{19}$ cm$^{-3}$, as shown in Fig. 15. Most likely, a major contribution to this factor originates from short-range electron-electron (e-e) scattering. High-energy carriers which are not much scattered by ionized impurities, lose energy to low-energy carriers that have been scattered by these impurities, resulting in an overall decrease of the mobility. Appel\textsuperscript{48} applied the variational method to an isotropic multi-band model for nondegenerate statistics and derived a numerical curve for the mobility reduction due to e-e scattering in terms of the ratio between electron wavelength and screening length. The reduction factor approaches 0.573 in the high-energy/low-density limit and 1 in the low-energy/high-density limit, respectively. Keyes\textsuperscript{49} and Bate et al.\textsuperscript{50} obtained similar factors using the RTA. Keyes\textsuperscript{49} found a strong enhancement of the effect of e-e scattering after addition of anisotropy. According to these results, the use of a constant scaling factor appears as a rather crude approximation and an attempt should be undertaken to incorporate a corrected distribution function into the Brooks-Herring formula that reflects the effect of short-range e-e interaction in terms of carrier temperature, density, Fermi statistics and anisotropy.

A further contribution to the required scaling factor 2.2 could be due to electron-plasmon interaction.\textsuperscript{47,51} Fischetti\textsuperscript{51} showed the importance of this effect at doping densities above $10^{18}$ cm$^{-3}$. For majority electrons its size strongly depends on the assumptions about the dominant decay mechanism. Fischetti considered only plasmons that survive Landau damping long enough to decay mainly by momentum dissipation and randomization, which affects the majority carrier mobility directly. The half-width of the plasmon line was approximated by $\Gamma = \hbar/(\tau)$ with $(\tau)$ given by the single-particle RT due to phonon and impurity scattering. Using $(\tau) = 5 \times 10^{-14}$ s a 20% reduction of the electron mobility at $N_D = 10^{19}$ cm$^{-3}$ was obtained.

The overestimation of the theoretical mobility around $10^{19}$ cm$^{-3}$ could be furthermore attributed to multiple-potential scattering.\textsuperscript{43} At higher densities the mobility is influenced by a variety of additional effects reviewed in Ref. 52, in the first place by dispersive screening, but also by the real DOS as discussed in Section II C 3. For device simulation purposes a practical solution has to be found, because inclusion of additional effects leads to an increase in computation time, which would become unacceptable if, e.g., the real-DOS model (81)–(86) was used. The solid line in Fig. 15 was calculated with the ideal DOS, with $I_{\text{imp}}$ given by Eq. (62) and neglecting dispersive screening. However, the good fit in the range $10^{19}$ cm$^{-3}$ to $10^{20}$ cm$^{-3}$ is merely a coincidence.


IV. HOLE MOBILITY

A. Band model

The hole spectrum in Si consists of three bands, the heavy and light hole bands which are degenerate at $k = 0$, and the split-off band, separated by the spin-orbit energy $\Delta = 0.0443$ eV at $k = 0$. All three bands are warped because of the p-like symmetry of the hole Bloch states. Furthermore, they are nonparabolic due to the spin-orbit interaction. The effect of nonparabolicity is largest in the (110)-direction and at energies near $\Delta/3$.\textsuperscript{53} Two approximate models are common to calculate macroscopic quantities like DOS, hole concentration, mobility etc.: a two-band model consisting of a spherical nonparabolic heavy band and a spherical parabolic light band, and a one-band model assuming a warped and parabolic heavy band.\textsuperscript{53}

For the purpose of fitting transport data for $p$-type silicon, a temperature dependent isotropic DOS effective mass was calculated for each band in Refs. 54, 55. This was done by equating the hole concentrations obtained with warped, nonparabolic bands to those obtained with a free-electron band model. A polynomial fit for the temperature dependence of the total hole DOS effective mass, based on these calculations, was given in Ref. 56. This temperature dependence originates from an occupation effect and hence, must not be confused with the lattice temperature dependence due to a change in the electron-phonon interaction. The latter is the cause for the temperature dependence of the transverse electron effective mass which was related to the experimentally
observed temperature dependence of the gap in Eq. (96). However, in the above mentioned calculations thermodynamic equilibrium (\( T_p = T_L \)) was assumed. Fig. 16 clearly shows that the isotropic, parabolic model (dashed curves) does not fit to the DOS in the range \( k_B T_p \) as the hole temperature increases. Therefore, we will use an isotropic, nonparabolic model with \( m_{dp}(T_L) \) in the following and treat the nonparabolicity \( \alpha \) as a fit parameter.

A further complication in the calculation of the hole mobility arises from the fact that the \( p \)-like symmetry of the hole wave functions results in an angular dependence of the matrix elements. Simplified expressions for the transition probability within the deformation-potential approach include a factor

\[
G(\theta) = \begin{cases} 
\frac{1}{2}(1 + 3 \cos^2 \theta), & \text{intragap transitions} \\
\frac{1}{2} \sin^2 \theta, & \text{interband transitions,} 
\end{cases}
\]

where \( \theta \) denotes the scattering angle.\(^{53} \) For the sake of simplicity, and in accordance with the isotropic band model, we will use the approximation \( G(\theta) \approx G(0) \) throughout, i.e., also for large-angle scattering. The error will be partly recovered by adjusting the deformation potential constants.

**B. Analytical model for the hole mobility**

With the above simplifications we may adopt the formulas derived for electrons, replacing electron quantities by the corresponding hole quantities. TA-phonon scattering is negligible due to the symmetry of the hole wave functions. The final form of the hole mobility model reads:

\[
\mu_p(T_L, T_p, N_{imp}) = \frac{\mu_p^{(0)}(T_L)}{f_{ac}(T_L, T_p) + f_{opt}(T_L, T_p) + f_{imp}(T_L, T_p, N_{imp})},
\]

with a “scaling” mobility

\[
\mu_p^{(0)}(T_L) = \frac{9 e h}{m_{dp}(T_L) k_B T_L}
\]

\[
= 457.2 \left( \frac{300}{T_L} \right) \left( \frac{m_0}{m_{dp}(T_L)} \right) \text{cm}^2 \text{V}^{-1} \text{s}^{-1},
\]

which happens to yield the right order of magnitude (397 cm\(^2\)/Vs at room temperature). The terms in the denominator are given by:

\[
f_{ac} = 3.53 \times 10^{-4} \left( \frac{m_{dp}(T_L)}{m_0} \right)^{3/2} \sqrt{\frac{300}{T_p}} \times (1 + 12 \tilde{\alpha}) e^{-\xi L_L} (1 + \sqrt{8 x_{LA}} \sqrt{1 + 8 \tilde{\alpha}}),
\]

\[
f_{opt} = 1.34 \times 10^{-19} \frac{D_{opt,p}^2}{\hbar \omega_{opt,p}} \left( \frac{T_p}{300} \right) \left( \frac{m_{dp}(T_L)}{m_0} \right)^{3/2} \left( 300 \right) \left( \frac{T_L}{T_L} \right) \times (1 + 12 \tilde{\alpha}) \sinh^{-1}(\xi) \tilde{\epsilon}^2 K_2(\xi).
\]

\[
f_{imp} = 5.88 \times 10^{-19} N_{imp} \left( \frac{m_{dp}(T_L)}{m_0} \right)^{3/2} \left( \frac{T_p}{300} \right) \left( \frac{T_L}{T_L} \right) \times \left\{ \left[ (a_p + 1) E_{L} (a_p) e^{e_p - 1} \right] (1 - 4 \tilde{\alpha} a_p) + 4 \tilde{\alpha} E_{L} (a_p) e^{e_p} \right\},
\]

with

\[
x_{LA} = \frac{m_{dp}(T_L) c_{LA}}{2 k_B T_p}, \quad \xi = \frac{\hbar \omega_{opt,p}}{2 k_B T_p}, \quad \tilde{\alpha} = \alpha k_B T_p
\]

and the screening parameter

\[
a_p = \frac{\pi \hbar^2 e^2 z_J (\tilde{q}, \tilde{\alpha})}{2 m_{dp}(T_L) e^2 (k_B T_p)^2} \frac{\partial p}{\partial \eta_p}.
\]

**C. Dependence on ambient temperature, carrier temperature, and doping**

The acoustic deformation potential for holes \( D_{ac,p} \) and the effective phonon energy for optical deformation potential scattering \( \hbar \omega_{opt,p} \) are adopted from Ref. 53: \( D_{ac,p} = 2.2 \text{ eV}, \) \( \hbar \omega_{opt,p} = 0.061 \text{ eV}. \) Drift-velocity saturation is best reproduced with a nonparabolicity parameter \( \alpha = 0.15/\text{eV}. \) The only free parameter left, the optical deformation potential \( D_{opt,p} \), is fixed by fitting the hole mobility to the measured low-field room-temperature value. This gives \( D_{opt,p} = 4.26 \times 10^3 \text{ eV/cm}, \) in good agreement with the parameters of the full-band MC program.\(^{57} \)

The resulting dependence on ambient temperature in the range \( 10 \text{ K} \) to \( 500 \text{ K} \) is shown in Fig. 17, together with the individual contributions of acoustic and optical phonon scattering, and with experimental data from Refs. 53, 57, 58. The dotted line represents the power law \( \mu_p(T_L) = 470.5(T_L/300)^{1.22} \) suggested in Ref. 41.

Fig. 18 illustrates the saturation of the hole drift velocity against the experimental data of Canali et al.\(^{42} \) The hole temperature versus electric field relation was obtained from a bulk MC simulation with VEGAS\(^{37} \) (dots in the left part of the graph).
corresponding to Eq. (98) to the case of holes with an energy \( RT \tau_{E,p} = 0.25 \text{ps} \) (solid line in the left part of Fig. 18).

The dependence on doping is shown in Fig. 19 and compared with measurements by Masetti et al.\textsuperscript{26} In the case of holes no scaling factor is necessary to obtain a good fit in the low and intermediate doping range. As in the case of electrons, for concentrations larger than \( 10^{19} \text{ cm}^{-3} \) the calculated mobility strongly depends on the degree of approximation necessary to account for Fermi statistics in the scattering integral. In Fig. 19 the results from Eq. (104) and all effects connected with heavy doping are shown.

V. SIMULATION RESULTS

The model was implemented into the device simulator DESSIS-ISE\textsuperscript{37} (Ref. 59) which solves two current-transport equations, two energy-balance equations, Poisson equation and lattice-heat equation. The hard-coded version is given by the solid line of Fig. 15 (no dispersive screening, with Fermi statistics in the screening length, ideal DOS). We compare results against those obtained with two other carrier-temperature dependent models. The first has been derived from the Canali model\textsuperscript{42} under homogeneous time-independent conditions:

\[
\mu = \frac{\mu_{\text{low}}}{\left[ \sqrt{1 + \alpha^2 (w_c - w_0)^2 + \alpha (w_c - w_0)^2/2} \right]^{\beta/2}}
\]

with \( \alpha = \left[ \mu_{\text{low}} (T_p \tau_{\text{opt}}) \right]^{\beta/2} / 2 \). Here \( \mu_{\text{low}} \) is the default low-field mobility model,\textsuperscript{26} \( \tau_e \) is the energy relaxation time, \( v_{\text{sat}} \) the saturation velocity, \( w_c \) the average carrier kinetic energy, and \( \beta \) is the same as for the Canali model. Default parameters have been used for the simulations that can be found in Ref. 59. The second model is similar to the Meinerzhagen-Engl model.\textsuperscript{60}

FIG. 17. Hole mobility as a function of lattice temperature (thermalized carriers assumed). Solid line: model of the present paper; dotted line: the power law of Ref. 41; dashed lines: contributions of acoustic phonon (ac) and optical phonon scattering (opt), resp.; triangles: exp. data of Ref. 57; squares: exp. data of Ref. 58; circles: exp. data of Ref. 53.

FIG. 18. (a) Average hole temperature vs electric field from simulations with the MC program (Ref. 37) (filled circles) and from the analytical relation corresponding to (98) (dotted curve) with \( \tau_{E,p} = 0.25 \text{ ps} \). (b) Hole drift velocity vs electric field with the \( T_p(F) \)-relations calculated from Ref. 37 (solid curve) and from the analytical relation corresponding to (98) (dotted curve) with \( \tau_{E,p} = 0.25 \text{ ps} \). Parameters: \( \alpha = 0.15 \text{ eV}, D_{exc,p} = 2.2 \text{ eV}, D_{opt,p} = 4.26 \times 10^4 \text{ eV/cm}, \) and \( h \omega_{opt} = 0.061 \text{ eV} \). Filled circles: experimental data by Canali et al. (see Ref. 42).

FIG. 19. Hole mobility vs doping calculated with the ideal DOS. Solid curve: without dispersive screening and with \( I_{imp}^{\text{ac}} \) corresponding to Eq. (62); dashed curve: with dispersive screening and with numerical \( I_{imp} \) corresponding to Eq. (60); dot-dashed curve: with nondegenerate statistics in the screening term; filled circles: experimental data (see Ref. 26). No scaling factor in front of the scattering integral has been used. Parameters: \( T_p = T_L = 300 \text{ K}, \alpha = 0.15 \text{ eV} \).
VI. DISCUSSION

We derived an analytical model for the bulk mobility of electrons and holes in silicon suitable for the implementation in device simulators based on the hydrodynamic transport equations. The mobility is given as a function of carrier temperature, lattice temperature and doping. In the case of degenerate statistics it also depends on the quasi Fermi energies. Analytical integration of the collision terms demanded for a spherical band model, but nonparabolicity was found to be crucial and, therefore, was taken into account throughout the calculation. The adjusted coupling constants—deformation potentials and phonon energies—are in good agreement with effective values obtained from the corresponding sets of deformation potential constants and phonon spectra used in first-principle MC simulations. A good agreement with the measured mobilities in the temperature range 20 K–500 K and for the high-field saturation of the drift velocities was found. The results show that, despite the oversimplified band structure, it is possible to reproduce the nonlinear behavior of the mobility, because the nonparabolicity parameter allows for a sufficient approximation at higher energies.

In the case of scattering from ionized impurities the situation is less satisfactory, particularly in the range of heavy doping. The electron mobility is overestimated by the first-order scattering theory, whereas the hole mobility agrees well with measured data up to the onset of degeneracy. After the discussion of the most important effects related to impurity scattering, it may be argued that the Born approximation fails even for lowly doped n-type silicon. This conclusion is supported by the results of MC simulations including first-order scattering with ionized impurities, which show the

\[
\mu = \frac{\mu_{\text{low}}}{1 + \left( \frac{3 k_B T_c}{e \tau \sigma_{\text{sat}}} \right)^{\beta}}.
\]

(108)

Fig. 20 shows IV-characteristics of a \( n^-n^- \)-device with \( N_D = 2 \times 10^{18} \) cm\(^{-3} \) in the highly doped \( n^- \)-regions and \( N_D = 2 \times 10^{13} \) cm\(^{-3} \) in the \( i^- \)-region of 1 \( \mu \)m width according to different carrier-temperature dependent mobility models.

Fig. 21 shows IV-characteristics of a \( n^-n^- \)-device with \( N_D = 2 \times 10^{18} \) cm\(^{-3} \) in the highly doped \( n^- \)-regions and \( N_D = 5 \times 10^{16} \) cm\(^{-3} \) in the lightly doped \( n^- \)-region of 1 \( \mu \)m width according to different carrier-temperature dependent mobility models.

Fig. 22 presents source-drain currents as a function of gate voltage of a 0.5 \( \mu \)MOSFET at 0.1 V drain voltage for different values of the substrate bias. The MOSFET was fabricated and measured by Fujitsu. The presented mobility model was used in conjunction with the default surface scattering model of Ref. 59. The mesh had 2308 nodes and the increase of total CPU time using the new model was less than 2%.
same overestimation of the mobility in the intermediate doping range, but a sharp drop, when the second order term is taken into account. A constant scaling factor is sufficient to obtain good agreement with experimental data for n-type silicon at room temperature up to $N_{\text{imp}} = 10^{19} \text{ cm}^{-3}$. However, it remains an open question to which extent the disagreement vanishes as the average carrier energy increases.

Beyond the onset of degeneracy the calculated mobility is rapidly decreasing, if Fermi statistics is applied only to the screening parameter, but using the same analytical form of the scattering integral as in the nondegenerate case. Numerical integration and the inclusion of a model for the scattering integral as in the nondegenerate case. Numerical integration and the inclusion of a model for the real DOS lead to an unacceptable increase of the computation time when the model is included in a device simulator. A way out could be to use a fitting function for the screening parameter, which would account for both degeneracy and the real DOS. However, as for the higher perturbation terms, the significance of such a fitting function would become questionable as the average carrier temperature rises under high-field conditions, since the perturbation of the ideal DOS should be most pronounced near the band edges.
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